Chapter 11 - Multiple Regression


Chapter 11

multiple regression

(The template for this chapter is: Multiple Regression.xls.)

11-1.
The assumptions of the multiple regression model are that the errors are normally and independently distributed with mean zero and common variance 
[image: image1.wmf]2

s

. We also assume that the X i are fixed quantities rather than random variables; at any rate, they are independent of the error terms. The assumption of normality of the errors is need for conducting test about the regression model.

11-2. Holding advertising expenditures constant, sales volume increases by 1.34 units, on average, per increase of 1 unit in promotional experiences.  

11-3.
In a correlational analysis, we are interested in the relationships among the variables. On the other hand, in a regression analysis with k independent variables, we are interested in the effects of the k variables (considered fixed quantities) on the dependent variable only (and not on one another).

11-4.
A response surface is a generalization to higher dimensions of the regression line of simple linear regression. For example, when 2 independent variables are used, each in the first order only, the response surface is a plane is a plane in 3-dimensional euclidean space. When 7 independent variables are used, each in the first order, the response surface is a 7-dimensional hyperplane in 8-dimensional euclidean space.

11-5.
8 equations.

11-6.
The least-squares estimators of the parameters of the multiple regression model, obtained as solutions of the normal equations.

11-7.
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852 = 100b0 + 155b1 + 88b2
11,423 = 155b0 + 2,125b1 + 1,055b2
8,320 = 88b0 + 1,055b1 + 768b2
b0 = (852 – 155b1 – 88b2)/100

11,423 = 155(852 – 155b1 – 88b2)/100 + 2,125b1 + 1,055b2
8,320 = 88(852 – 155b1 – 88b2)/100 + 1,055b1 + 768b2
Continue solving the equations to obtain the solutions:

b0 = (1.1454469
b1 = 0.0487011
b2 = 10.897682

11-8.
Using SYSTAT:


DEP VAR:
VALUE
N: 9
MULTIPLE R:
.909
SQUARED MULTIPLE R:
.826


ADJUSTED SQUARED MULTIPLE R:
.769


STANDING ERROR OF ESTIMATE:
59.477

VARIABLE
COEFFICIENT
STD ERROR
STD COEF
TOLERANCE
T
P(2TAIL)

CONSTANT
(9.800
80.763
0.000
(0.121
0.907


SIZE

0.173
0.040
0.753
0.9614430
4.343
0.005

DISTANCE
31.094
14.132
0.382
0.9614430
2.200
0.070

ANALYSIS OF VARIANCE


SOURCE
SUM-OF-SQUARES
DF
MEAN-SQUARE
F-RATIO
P

REGRESSION
101032.867
2
50516.433
14.280
0.005


RESIDUAL

21225.133
6
3537.522

	Multiple Regression Results
	 
	Value
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	0
	1
	2
	3
	4
	5
	6
	7
	8

	 
	Intercept
	Size
	Distance
	 
	 
	 
	 
	 
	 

	b
	-9.7997
	0.17331
	31.094
	 
	 
	 
	 
	 
	 

	s(b)
	80.7627
	0.0399
	14.132
	 
	 
	 
	 
	 
	 

	t
	-0.1213
	4.34343
	2.2002
	 
	 
	 
	 
	 
	 

	p-value
	0.9074
	0.0049
	0.0701
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	VIF
	1.0401
	1.0401
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	

	 
	Regn.
	101033
	2
	50516
	14.28
	5.1432
	0.0052
	s
	59.477

	 
	Error
	21225.1
	6
	3537.5
	
	
	
	
	

	 
	Total
	122258
	8
	15282
	R2
	0.8264
	
	Adjusted R2
	0.7685

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	


11-9.
With no advertising and no spending on in-store displays, sales are b0 ( 47.165 (thousands) on the average. Per each unit (thousand) increase in advertising expenditure, keeping in-store display expenditure constant, there is an average increase in sales of b1 = 1.599 (thousand). Similarly, for each unit (thousand) increase in in-store display expenditure, keeping advertising constant, there is an average increase in sales of b2 = 1.149 (thousand).

11-10.
We test whether there is a linear relationship between Y and any of the X, variables (that is, with at least one of the Xi). If the null hypothesis is not rejected, there is nothing more to do since there is no evidence of a regression relationship. If H0 is rejected, we need to conduct further analyses to determine which of the variables have a linear relationship with Y and which do not, and we need to develop the regression model.

11-11.
Degrees of freedom for error = n ( 13.

11-12.
k = 2
n = 82
SSE = 8,650
SSR = 988


MSR = SSR / k = 988 / 2 = 494


SST = SSR + SSE = 988 + 8650 = 9638


MSE = SSE / n – (k+1) = 8650 / 79 = 109.4937


F = MSR / MSE = 494 / 109.4937 = 4.5116


Using Excel function to return the p-value, FDIST(F, dfN, dfD), where F is the F-test result and the df’s refer to the degrees of freedom in the numerator and denominator, respectively.


FDIST(4.5116, 2, 79) = 0.013953

Yes, there is evidence of a linear regression relationship at ( = 0.05, but not at 0.01.

11-13.
F (4,40) = MSR/MSE = 
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 = 1,942/197.625 = 9.827


Yes, there is evidence of a linear regression relationship between Y and at least one of the independent variables.

	11-14.
	Source
	SS
	df
	MS
	  F

	
	Regression
	7,474.0
	3
	2,491.33
	48.16

	
	Error
	672.5
	13
	51.73
	

	
	Total
	8,146.5
	16
	
	


Since the F-ratio is highly significant, there is evidence of a linear regression relationship between overall appeal score and at least one of the three variables prestige, comfort, and economy.

11-15.
When the sample size is small; when the degrees of freedom for error are relatively small(when adding a variable and thus losing a degree if freedom for error is substantial.

11-16.
R 2 = SSR/SST. As we add a variable, SSR cannot decrease. Since SST is constant, R 2 cannot decrease.

11-17.
No. The adjusted coefficient is used in evaluating the importance of new variables in the presence of old ones. It does not apply in the case where all we consider is a single independent variable.

11-18.
By the definition of the adjusted coefficient of determination, Equation (11-13):
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But:
SSE/SST = 1 – R 2, so the above is equal to:

1 – (1 – R 2)
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which is Equation (11-14).

11-19.
The mean square error gives a good indication of the variation of the errors in regression. However, other measures such as the coefficient of multiple determination and the adjusted coefficient of multiple determination are useful in evaluating the proportion of the variation in the dependent variable explained by the regression(thus giving us a more meaningful measure of the regression fit.

11-20.
Given an adjusted 
[image: image10.wmf]2

R

 = 0.021, only 2.1% of the variation in the stock return is explained by the four independent variables.


Using Excel function to return the p-value, FDIST(F, dfN, dfD), where F is the F-test result and the df’s refer to the degrees of freedom in the numerator and denominator, respectively.


FDIST(2.27, 4, 433) = 0.06093

There is evidence of a linear regression relationship at ( = 0.10 only.  

11-21.
R 2 = 7,474.0/8,146.5 = 0.9174
A good regression.
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 = 1 ( (1 ( 0.9174)(16/13) = 0.8983
s = 
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 = 
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 = 7.192

11-22. Given R 2 = 0.94, k = 2 and n = 383, the adjusted R 2is:
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 = 1 ( (1 ( 0.94)(382/380) = 0.9397


Therefore, security and time effects characterize 93.97% of the variation on market price.  Given the value of the adjusted R 2, the model is a reliable predictor of market price.
11-23.
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Since 
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 has decreased, do not include the new variable.

11-24.
Given  R 2 = 0.769, k = 6 and n = 242
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 = 1 ( (1 ( 0.769)(241/235) = 0.7631

Since 
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 =76.31%, approximately 76% of the variation in the information price is characterized by the 6 independent marketing variables.  

Using Excel function to return the p-value, FDIST(F, dfN, dfD), where F is the F-test result and the df’s refer to the degrees of freedom in the numerator and denominator, respectively.


FDIST(44.8, 6, 235) = 2.48855E-36

There is evidence of a linear regression relationship at all (’s.

11-25. 
a.
The regression expresses stock returns as a plane in space, with firm size ranking and 



stock price ranking as the two horizontal axes:


RETURN = 0.484 - 0.030(SIZRNK) ( 0.017(PRCRNK)


The t-test for a linear relationship between returns and firm size ranking is highly significant, but not for returns against stock price ranking.

b.
We know that 
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 = 0.093 and n = 50, k = 2. Using Equation (11-14) we calculate:


(1 – R 2)
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R 2 = 1 – (1 – 
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 = 1 – (1 – 0.093)(47/49) = 0.130


Thus, 13% of the variation is due to the two independent variables.

c.
The adjusted R 2 is quite low, indicating that the regression on both variables is not a good model. They should try regressing on size alone.

11-26.
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 = 1 – (1 – 0.72)(712/710) = 0.719

Based solely on this information, this is not a bad regression model.

11-27.
k = 8
n = 500
SSE = 6179
SST = 23108

	Source
	SS
	df
	MS
	F

	Regn.
	16929
	8
	2116.125
	168.153

	Error
	6179
	491
	12.5845
	

	Total
	23108
	499
	3.0684E+14
	


Using Excel function to return the p-value, FDIST(F, dfN, dfD), where F is the F-test result and the df’s refer to the degrees of freedom in the numerator and denominator, respectively.


FDIST(168.153, 8, 491) = 0.00 approximately

There is evidence of a linear regression relationship at all (’s.

R 2 = SSR/SST = 0.7326 
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 = 0.7282
MSE = 12.5845

11-28.
A joint confidence region for both parameters is a set of pairs of likely values of 
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, and 
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 at 95%. This region accounts for the mutual dependency of the estimators and hence is elliptical rather than rectangular. This is why the region may not contain a bivariate point included in the separate univariate confidence intervals for the two parameters.

11-29. Assuming a very large sample size, we use the following formula for testing the significance of each of the slope parameters:  
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and use ( = 0.05.  Critical value of |z| = 1.96

For firm size:  z = 0.06/0.005 = 12.00 (significant)

For firm profitability: z = -5.533 (significant)

For fixed-asset ratio:  z = -0.08

For growth opportunities:  z = -0.72

For nondebt tax shield:  z = 4.29 (significant)

The slope estimates with respect to “firm size”, “firm profitability” and “nondebt tax shield” are not zero.  The adjusted R-square indicates that 16.5% of the variation in governance level is explained by the five independent variables.  Next step:  exclude “fixed-asset ratio” and “growth opportunities” from the regression and see what happens to the adjusted R-square.\

11-30.
1.
The usual caution about the possibility of a Type 1 error.

2.
Multicollinearity may make the tests unreliable.

3.
Autocorrelation in the errors may make the tests unreliable.

11-31.
95% C.I.’s for 
[image: image34.wmf]2

b

 through 
[image: image35.wmf]5

b

:


[image: image36.wmf]2

b

:
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10.35 ( 1.96(6.88) = [(3.135, 23.835]
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3.45 ( 1.96(2.7) = [(1.842, 8.742]
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11-32. Use the following formula for testing the significance of each of the slope parameters:  
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and use ( = 0.05.  Critical value of |z| = 1.96

For unexpected accruals:  z = -2.0775 / 0.4111 = -5.054 (significant)

For auditor quality:  z = 0.5176

For return on investment:  z = 1.7785

For expenditure on R&D:  z = 2.1161 (significant)

The R-square indicates that 36.5% of the variation in a firm’s reputation can be explained by the four independent variables listed.

11-33.
Yes. Considering the joint confidence region for both slope parameters is equivalent to conducting an F test for the existence of a linear regression relationship. Since (0,0) is not in the joint 95% region, this is equivalent to rejecting the null hypothesis of the F test at 
[image: image43.wmf]a

= 0.05.

11-34.
Prestige is not significant (or at least appears so, pending further analysis). Comfort and Economy are significant (Comfort only at the 0.05 level). The regression should be rerun with variables deleted.

11-35.
Variable Lend seems insignificant because of collinearity with M1 or Price.

11-36.
a.
As Price is dropped, Lend becomes significant: there is, apparently, a collinearity between


Lend and Price.


b.,c.
The best model so far is the one in Table 11-9, with M1 and Price only. The adjusted R 2 for 


that model is higher than for the other regressions.

d.
For the model in this problem, MINITAB reports F = 114.09. Highly significant. For the model in Table 11-9: F = 150.67. Highly significant.

e.
s = 0.3697. For Problem 11-35:
s = 0.3332. As a variable is deleted, s (and its square, MSE) increases.

f.
In Problem 11-35: MSE = s 2 = (0.3332)2 = 0.111.

11-37.
Autocorrelation of the regression error may cause this.

11-38.
Use the following formula for testing the significance of each of the slope parameters:  
[image: image44.wmf](
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and use ( = 0.05.  Critical value of |z| = 1.96

For new technological process:  z = -0.014 / 0.004 = -3.50 (significant)

For organizational innovation:  z = 0.25

For commercial innovation:  z = 3.2 (significant)

For R&D:  z = 4.50 (significant)

All but “organizational innovation” is an important independent variable in explaining employment growth.  The R-square indicates that 74.3% of the variation in employment growth is explained by the four independent variables in the equation.

11-39.
Regress Profits on Employees and Revenues

	Multiple Regression
	

	
	
	
	
	

	
	Y
	1
	X1
	X2

	Sl.No.
	Profits
	Ones
	Employees
	Revenues

	1
	-1221
	1
	96400
	17440

	2
	-2808
	1
	63000
	13724

	3
	-773
	1
	70600
	13303

	4
	248
	1
	39100
	9510

	5
	38
	1
	37680
	8870

	6
	1461
	1
	31700
	6846

	7
	442
	1
	32847
	5937

	8
	14
	1
	12867
	2445

	9
	57
	1
	11475
	2254

	10
	108
	1
	6000
	1311

	Multiple Regression Results
	 

	 
	
	
	

	 
	0
	1
	2

	 
	Intercept
	Employees
	Revenues

	b
	834.9510193
	0.0085493
	-0.174148688

	s(b)
	621.1993315
	0.064416986
	0.340929503

	t
	1.344095167
	0.132718098
	-0.510805567

	p-value
	0.2208
	0.8982
	0.6252

	 
	
	
	

	 
	VIF
	29.8304
	29.8304


	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	

	 
	Regn.
	4507008.861
	2
	2253504.43
	2.166
	4.737
	0.1852
	s
	1019.925

	 
	Error
	7281731.539
	7
	1040247.363
	
	
	
	
	

	 
	Total
	11788740.4
	9
	1309860.044
	R2
	0.3823
	
	Adjusted R2
	0.2058


	Correlation matrix
	

	
	
	
	

	
	
	1
	2

	
	
	Employees
	Revenues

	1
	Employees
	1.0000
	 

	2
	Revenues
	0.9831
	1.0000

	
	
	
	

	Y
	Profits
	-0.5994
	-0.6171


Regression Equation:


Profits = 834.95 + 0.009 Employees - 0.174 Revenues

The regression equation is not significant (F value), and there is a large amount of multicollinearity present between the two independent variables (0.9831).  There is so much multicollinearity present that the negative partial correlations between the independent variables and profits are not maintained in the regression results (both of the parameters of the independent variables should be negative).  None of the values of the parameters are significant.

11-40.
The residual plot exhibits both heteroscedasticity and a curvature apparently not accounted for in the model.

11-41.



a)
residuals appear to be normally distributed


b)
residuals are not normally distributed

11-42.
An outlier is an observation far from the others.

11-43.
A plot of the data or a plot of the residuals will reveal outliers. Also, most computer packages (e.g., MINITAB) will automatically report all outliers and suspected outliers.

11-44.
Outliers, unless they are due to errors in recording the data, may contain important information about the process under study and should not be blindly discarded. The relationship of the true data may well be nonlinear.

11-45.
An outlier tends to “tilt” the regression surface toward it, because of the high influence of a large squared deviation in the least-squares formula, thus creating a possible bias in the results.

11-46.
An influential observation is one that exerts relatively strong influence on the regression surface. For example, if all the data lie in one region in X-space and one observation lies far away in X, it may exert strong influence on the estimates of the regression parameters.

11-47.
This creates a bias. In any case, there is no reason to force the regression surface to go through the origin.

11-48.
The residual plot in Figure 11-16 exhibits strong heteroscedasticity.

11-49.
The regression relationship may be quite different in a region where we have no observations from what it is in the estimation-data region. Thus predicting outside the range of available data may create large errors.

11-50.

[image: image45.wmf]y

ˆ

= 47.165 + 1.599(8) + 1.149(12) = 73.745 (thousands), i.e., $73,745.

11-51.
In Problem 11-8:
X 2 (distance) is not a significant variable, but we use the complete original regression relationship given in that problem anyway (since this problem calls for it):


[image: image46.wmf]y

ˆ

 = (9.800 + 0.173X 1 + 31.094X 2

[image: image47.wmf]y

ˆ

(1800,2.0) = (9.800 + (.173)1800 + (31.094)2.0 = 363.78

11-52.
Using the regression coefficients reported in Problem 11-25:


[image: image48.wmf]Y

ˆ

 = 0.484 ( 0.030Sizrnk ( 0.017Prcrnk = 0.484 ( 0.030(5.0) ( 0.017(6.0) = 0.232

11-53.
Estimated SE(
[image: image49.wmf]Y

ˆ

) is obtained as:
(3.939 
[image: image50.wmf]±

0.6846)/4 = 0.341.

Estimated SE(E(Y | x)) is obtained as:
(3.939 
[image: image51.wmf]±

 0.1799)/4 = 0.085.

11-54.
From MINITAB:

Fit: 73.742 
St Dev Fit: 2.765

95% C.I. [67.203, 80.281] 
95% P.I. [65.793, 81692]

(all numbers are in thousands)

11-55.
The estimators are the same although their standard errors are different.

11-56.
A prediction interval reflects more variation than a confidence interval for the conditional mean of Y. The additional variation is the variation of the actual predicted value about the conditional mean of Y (the estimator of which is itself a random variable).

11-57.
This is a regression with one continuous variable and one dummy variable. Both variables are significant. Thus there are two distinct regression lines. The coefficient of determination is respectively high. During times of restricted trade with the Orient, the company sells 26,540 more units per month, on average.

11-58.
Use the following formula for testing the significance of each of the slope parameters:  
[image: image52.wmf](
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and use ( = 0.05.  Critical value of |z| = 1.96


For the dummy variable:  z = -0.003 / 0.29 = -0.0103 is not significant.  A firm’s being regulated or not does not affect its leverage level.

11-59.
Two-way ANOVA.

11-60.
Use analysis of covariance. Run it as a regression(Length of Stay is the concomitant variable.

11-61.
Early investment is not statistically significant (or may be collinear with another variable). Rerun the regression without it. The dummy variables are both significant(there is a distinct line (or plane if you do include the insignificant variable) for each type of firm.

11-62.
This is a second-order regression model in three independent variables with cross-terms.

11-63.
The STEPWISE routine chooses Price and M1 * Price as the best set of explanatory variables. This gives the estimated regression relationship:


Exports = (1.39 + 0.0229Price + 0.00248M1 * Price

The t-statistics are: (2.36, 4.57, 9.08, respectively. R 2 = 0.822.

11-64.
The STEPWISE routine chooses the three original variables: Prod, Prom, and Book, with no squares. Thus the original regression model of Example 11-3 is better than a model with squared terms.

Example 11-3 with production costs squared: higher s than original model.

	Multiple Regression Results
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	0
	1
	2
	3
	4
	5
	6
	7
	8

	 
	Intercept
	prod
	promo
	book
	prod^2
	 
	 
	 
	 

	b
	7.04103
	3.10543
	2.2761
	7.1125
	-0.017
	 
	 
	 
	 

	s(b)
	5.82083
	1.76478
	0.262
	1.9099
	0.1135
	 
	 
	 
	 

	t
	1.20963
	1.75967
	8.6887
	3.7241
	-0.15
	 
	 
	 
	 

	p-value
	0.2451
	0.0988
	0.0000
	0.0020
	0.8827
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	VIF
	34.5783
	1.7050
	1.2454
	32.3282
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	

	 
	Regn.
	6325.48
	4
	1581.4
	109.07
	3.0556
	0.0000
	s
	3.8076

	 
	Error
	217.472
	15
	14.498
	
	
	
	
	

	 
	Total
	6542.95
	19
	344.37
	R2
	0.9668
	
	Adjusted R2
	0.9579


Example 11-3 with production and promotion costs squared: higher s and slightly higher R2
	Multiple Regression Results
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	0
	1
	2
	3
	4
	5
	6
	7
	8

	 
	Intercept
	prod
	promo
	book
	prod^2
	promo^2
	 
	 
	 

	b
	5.30825
	4.29943
	1.2803
	6.7046
	-0.0948
	0.0731
	 
	 
	 

	s(b)
	5.84748
	1.95614
	0.8094
	1.8942
	0.1262
	0.0564
	 
	 
	 

	t
	0.90778
	2.19792
	1.5817
	3.5396
	-0.7511
	1.297
	 
	 
	 

	p-value
	0.3794
	0.0453
	0.1360
	0.0033
	0.4651
	0.2156
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	VIF
	44.4155
	17.0182
	1.2807
	41.7465
	16.2580
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	

	 
	Regn.
	6348.81
	5
	1269.8
	91.564
	2.9582
	0.0000
	s
	3.7239

	 
	Error
	194.145
	14
	13.867
	
	
	
	
	

	 
	Total
	6542.95
	19
	344.37
	R2
	0.9703
	
	Adjusted R2
	0.9597


Example 11-3 with promotion costs squared: slightly lower s, slightly higher R2
	Multiple Regression Results
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	0
	1
	2
	3
	4
	5
	6
	7
	8

	 
	Intercept
	prod
	promo
	book
	promo^2
	
	 
	 
	 

	b
	9.21031
	2.86071
	1.5635
	7.0476
	0.053
	 
	 
	 
	 

	s(b)
	2.64412
	0.39039
	0.7057
	1.8114
	0.0489
	 
	 
	 
	 

	t
	3.48332
	7.3279
	2.2157
	3.8908
	1.0844
	 
	 
	 
	 

	p-value
	0.0033
	0.0000
	0.0426
	0.0014
	0.2953
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	 
	VIF
	1.8219
	13.3224
	1.2062
	12.5901
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	

	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	

	 
	Regn.
	6340.98
	4
	1585.2
	117.74
	3.0556
	0.0000
	s
	3.6694

	 
	Error
	201.967
	15
	13.464
	
	
	
	
	

	 
	Total
	6542.95
	19
	344.37
	R2
	0.9691
	
	Adjusted R2
	0.9609


11-65.
Use the following formula for testing the significance of each of the slope parameters:  
[image: image53.wmf](
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and use ( = 0.05.  Critical value of |z| = 1.96


For After * Bankdep:  z = -0.398 / 0.035 = -11.3714 (significant interaction)


For After * Bankdep * ROA:  z = 2.7193 (significant interaction)


For After * ROA:  z = -3.00 (significant interaction)


For Bankdep * ROA:  z = -3.9178 (significant interaction)


An adjusted R-square of 0.53 indicates that 53% of the variation in bank equity has been expressed by interaction among the independent variables.

11-66.
The squared X 1 variable and the cross-product term appear not significant. Drop the least significant term first, i.e., the squared X 1, and rerun the regression. See what happens to the cross-product term now.

11-67.
Try a quadratic regression (you should get a negative estimated x 2 coefficient).

11-68.
Try a quadratic regression (you should get a positive estimated x 2 coefficient). Also try a cubic polynomial.

11-69.
Linearizing a model; finding a more parsimonious model than is possible without a transformation; stabilizing the variance.

11-70.
A transformed model may be more parsimonious, when the model describes the process well.

11-71.
Try the transformation logY.

11-72.
A good model is log(Exports) versus log(M 1) and log(Price). This model has R 2 = 0.8652. Thus implies a multiplicative relation.

11-73.
A logarithmic model.

11-74.
This dataset fits an exponential model, so use a logarithmic transformation to linearize it.

11-75.
A multiplicative relation (Equation (11-26)) with multiplicative errors. The reported error term, (, is the logarithm of the multiplicative error term. The transformed error term is assumed to satisfy the usual model assumptions.

11-76. An exponential model Y = 
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11-77.
No. We cannot find a transformation that will linearize this model.

11-78. Take logs of both sides of the equation, giving:

log Q = log( 0 + ( 1log C + ( 2log K + ( 3log L + log (
11-79.
Taking reciprocals of both sides of the equation.

11-80.
The square-root transformation 
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11-81.
No. They minimize the sum of the squared deviations relevant to the estimated, transformed model.

11-82.
It is possible that the relation between a firm’s total assets and bank equity is not linear.  Including the logarithm of a firm’s total assets is an attempt to linearize that relationship.

	11-83.
	
	Earn
	Prod
	Prom

	
	Prod
	.867
	
	

	
	Prom
	.882
	.638
	

	
	Book
	.547
	.402
	.319



As evidenced by the relatively low correlations between the independent variables, multicollinearity does not seem to be serious here.

11-84.
The VIFs are: 1.82, 1.70, 1.20. No severe multicollinearity is present.

11-85.
The sample correlation is 0.740.  VIF = 2.2 minor multicollinearity problem

11-86.


a)
Y = 11.031 + 0.41869 X1 – 7.2579 X2 + 37.181 X3

	Multiple Regression Results
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	

	 
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	 
	Intercept
	X1
	X2
	X3
	 
	 
	 
	 
	 
	 

	b
	11.031
	0.41869
	-7.2579
	37.181
	 
	 
	 
	 
	 
	 

	s(b)
	20.9905
	0.28418
	5.3287
	26.545
	 
	 
	 
	 
	 
	 

	t
	0.52552
	1.47334
	-1.362
	1.4007
	 
	 
	 
	 
	 
	 

	p-value
	0.6107
	0.1714
	0.2031
	0.1916
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	

	 
	VIF
	1.0561
	557.7
	557.9
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	

	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	
	 

	 
	Regn.
	2459.78
	3
	819.93
	1.3709
	3.7083
	0.3074
	s
	24.456
	 

	 
	Error
	5981.02
	10
	598.1
	
	
	
	
	
	 

	 
	Total
	8440.8
	13
	649.29
	R2
	0.2914
	
	Adjusted R2
	0.0788
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


b)
Y = 20.8808 + 0.29454 X1  +16.583 X2 – 81.717 X3

	Multiple Regression Results
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	

	 
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	 
	Intercept
	X1
	X2
	X3
	 
	 
	 
	 
	 
	 

	b
	20.8808
	0.29454
	16.583
	-81.717
	 
	 
	 
	 
	 
	 

	s(b)
	23.5983
	0.29945
	23.96
	119.5
	 
	 
	 
	 
	 
	 

	t
	0.88484
	0.98361
	0.6921
	-0.6838
	 
	 
	 
	 
	 
	 

	p-value
	0.3970
	0.3485
	0.5046
	0.5096
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	

	 
	VIF
	1.0262
	9867.0
	9867.4
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	

	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	
	 

	 
	Regn.
	1605.98
	3
	535.33
	0.7832
	3.7083
	0.5300
	s
	26.143
	 

	 
	Error
	6834.82
	10
	683.48
	
	
	
	
	
	 

	 
	Total
	8440.8
	13
	649.29
	R2
	0.1903
	
	Adjusted R2
	-0.0527
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


c)
all parameters of the equation change values and some change signs.  X2 and X3 are correlated (0.9999)  Solution:  use either X2 or X3, but not both.

d)
Yes, the correlation matrix indicated that X2 and X3 were correlated

	
	X1
	X2
	X3
	

	X1
	1.0000
	 
	 
	 

	X2
	-0.0137
	1.0000
	 
	 

	X3
	-0.0237
	0.9991
	1.0000
	 


11-87.
Artificially high variances of regression coefficient estimators; unexpected magnitudes of some coefficient estimates; sometimes wrong signs of these coefficients. Large changes in coefficient estimates and standard errors as a variable or a data point is added or deleted.

11-88.
Perfect collinearity exists when at least one variable is a linear combination of other variables. This causes the determinant of the 
[image: image57.wmf]X

¢

X matrix to be zero and thus the matrix non-invertible. The estimation procedure breaks down in such cases. (Other, less technical, explanations based on the text will suffice.)

11-89.
Not true. Predictions may be good when carried out within the same region of the multicollinearity as used in the estimation procedure.

11-90.
No. There are probably no relationships between Y and any of the two independent variables.

11-91.
X 2 and X 3 are probably collinear.

11-92.
Delete one of the variables X 2, X 3, X 4 to check for multicollinearity among a subset of these three variables, or whether they are all insignificant.

11-93.
Drop some of the other variables one at a time and see what happens to the suspected sign of the estimate.

11-94.
The purpose of the test is to check for a possible violation of the assumption that the regression errors are uncorrelated with each other.

11-95.
Autocorrelation is correlation of a variable with itself, lagged back in time. Third-order autocorrelation is a correlation of a variable with itself lagged 3 periods back in time.

11-96.
First-order autocorrelation is a correlation of a variable with itself lagged one period back in time. Not necessarily: a partial fifth-order autocorrelation may exist without a first-order autocorrelation.

11-97.
1)
The test checks only for first-order autocorrelation.
2)
The test may not be conclusive.


3)
The usual limitations of a statistical test owing to the two possible types of errors.

11-98.
DW = 0.93
n = 21
k = 2

d L = 1.13 
d U = 1.54
4 ( d L = 2.87
4 ( d U = 2.46

At the 0.10 level, there is some evidence of a positive first-order autocorrelation.

11-99.
DW = 2.13
n = 20
k = 3

d L = 1.00 
d U = 1.68
4 ( d L = 3.00
4 ( d U = 2.32

At the 0.10 level, there is no evidence of a first-order autocorrelation.

	
	
	
	

	
	Durbin-Watson d =
	2.125388
	


11-100.
DW = 1.79
n = 10
k = 2
Since the table does not list values for n = 10, we will use the closest table values, those for n = 15 and k = 2:

d L = 0.95
d U = 1.54
4 ( d L = 3.05
4 ( d U = 2.46


At the 0.10 level, there is no evidence of a first-order autocorrelation. Note that the table values decrease as n decreases, and thus our conclusion would probably also hold if we knew the actual critical points for n = 10 and used them.

11-101.
Suppose that we have time-series data and that it is known that, if the data are autocorrelated, by the nature of the variables the correlation can only be positive. In such cases, where the hypothesis is made before looking at the actual data, a onesided DW test may be appropriate. (And similarly for a negative autocorrelation.)

11-102.
DW analysis on results from problem 11-39:

	
	Durbin-Watson d =
	1.552891


k = 2 independent variables

n = 10 for the sample size.

Table 7 for the critical values of the DW statistic begins with sample sizes of 15, which is a little larger than our sample.  Using the values for size 15 as an approximation, we have:

for α = 0.05,  dl = 0.95 and du = 1.54

the value for d is slightly larger than du
indicating no autocorrelation.

Residual plot with employees on x-axis:
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11-103.
F (r,n((k+1)) = 
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Cannot reject H0. The two variables should definitely be dropped(they add nothing to the model.

11-104.
Y = 47.16 + 1.599X 1 + 1.1149X 2
The STEPWISE regression routine selects both variables for the equation. R 2 = 0.961.

11-105.
The STEPWISE procedure selects all three variables. R 2 = 0.9667.

11.106.
All possible regression is the best procedure because it evaluates every possibility. It is expensive in computer time; however, as computing power and speed increase, this becomes a very viable option. Forward selection is limited by the fact that once a variable is in, there is no way it can come out once it becomes insignificant in the presence of new variables. Backward elimination is similarly limited. Stepwise regression is an excellent method that enjoys very wide use and that has stood the test of time. It has the advantages of both the forward and the backward methods, without their limitation.

11-107.
Because a variable may lose explanatory power and become insignificant once other variables are added to the model.

11-108.
Highest adjusted R 2; lowest MSE; highest R 2 for a given number of variables and the assessment of the increase in R 2 as we increase the number of variables; Mallows’s Cp.

11-109.
No. There may be several different “best” models. A model may be best using one criterion, and not the best using another criterion.

11-110.
Results will vary.  Sample regression for Australia.

(Data source: Foreign Statistics/Handbook of International Economic Statistics/Tables)

	Australia
	Real GDP
	Defense 
Exp % GDP
	Population
	Grain Yields

	1970
	171
	2.3
	14.6
	1,219

	1980
	238
	2.7
	17.0
	1,052

	1990
	328
	2.2
	17.3
	1,670

	1992
	330
	2.3
	17.5
	1,800

	1993
	342
	2.6
	17.7
	2,000

	1994
	359
	2.5
	17.9
	1,230

	1995
	369
	2.7
	18.1
	1,800

	1996
	382
	2.6
	18.3
	2,090

	1997
	394
	2.5
	18.4
	1,790


	Multiple Regression Results
	 

	 
	
	
	
	

	 
	0
	1
	2
	3

	 
	Intercept
	Defense Exp % GDP
	Population
	Grain Yields

	b
	-583.38
	-64.709
	58.04
	0.035

	s(b)
	123.753
	45.0667
	8.8057
	0.0246

	t
	-4.714
	-1.4358
	6.5912
	1.4181

	p-value
	0.0053
	0.2105
	0.0012
	0.2154

	 
	
	
	
	

	 
	VIF
	1.3387
	2.0253
	1.6331


	ANOVA Table
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Source
	SS
	df
	MS
	F
	FCritical
	p-value
	
	

	 
	Regn.
	40654.3
	3
	13551
	33.218
	5.4094
	0.0010
	s
	20.198

	 
	Error
	2039.75
	5
	407.95
	
	
	
	
	

	 
	Total
	42694
	8
	5336.8
	R2
	0.9522
	
	Adjusted R2
	0.9236


Correlation matrix

	
	1
	2
	3

	
	Defense
	Population
	Grain Yields

	Defense
	1.0000
	 
	 

	Population
	0.4444
	1.0000
	 

	Grain Yields
	0.0689
	0.5850
	1.0000

	
	
	
	

	Real GDP
	0.2573
	0.9484
	0.7023


	Partial F Calculations
	Australia
	 
	 

	
	
	
	
	

	
	
	#Independent variables in full model
	3
	k

	
	
	#Independent variables dropped from the model
	2
	r

	
	
	
	
	

	
	SSEF
	2039.748
	
	

	
	SSER
	39867.85
	
	

	
	
	
	
	

	
	Partial F
	46.36369
	
	

	
	p-value
	0.0010
	
	


Model is significant with high R2, F-value, low multicollinearity.

11-111. Substitution of a variable with its logarithm transforms a non-linear model to a linear model.  In this case, the logarithm of size of fund has a linear relationship with the dependent variables.

11-112.
Since the t-statistic for each variable alone is significant and given the R-square, we can conclude that a good linear relation exists between the dependent and independent variables.  Since the t-statistic of the cross products are not significant, there is no relation among the independent variables and the cross products.  In conclusion, there is only a linear relationship among the dependent and independent variables.

11-113. Using MINITAB



Based on the p-values for the estimated coefficients, only the assessed excitement variable is significant.  The adjusted R-square indicates that 91.8% of the variation in commercial effectiveness is explained by the model.  The ANOVA test indicates that a linear relation exists between the dependent and independent variables.
 

11-114.
STEPWISE chooses only Number of Rooms and Assessed Value.

b0 = 91018

b1 = 7844
b2 = 0.2338
  R 2 = 0.591 

11-115.
Answers to this web exercise will vary with selected countries and date of access.

Case 15: Return on Capital for Four Different Sectors

Indicator variables used:

	Sector
	I1
	I2
	I3

	Banking
	0
	0
	0

	Computers
	1
	0
	0

	Construction
	0
	1
	0

	Energy
	0
	0
	1


1.

	
	A
	B
	C
	D
	E
	F
	G
	H
	I

	1
	Multiple Regression Results
	Chapter 11 Case - ROC

	2
	
	
	
	
	
	
	
	
	

	3
	
	0
	1
	2
	3
	4
	5
	6
	7

	4
	
	Intercept
	Sales
	Oper M
	Debt/C
	I1
	I2
	I3
	

	5
	b
	14.6209
	2.30E-05
	0.0824
	-0.0919
	10.051
	2.8059
	-1.6419
	

	6
	s(b)
	2.51538
	2.60E-05
	0.0553
	0.0444
	2.0249
	2.2756
	1.8725
	

	7
	t
	5.81259
	0.88781
	1.4905
	-2.0692
	4.9636
	1.2331
	-0.8769
	

	8
	p-value
	0.0000
	0.3770
	0.1396
	0.0414
	0.0000
	0.2208
	0.3829
	

	9
	
	
	
	
	
	
	
	
	

	10
	
	VIF
	1.2472
	1.2212
	1.6224
	1.8560
	1.8219
	1.9096
	


Based on the regression coefficients of I1, I2, I3, the ranking of the sectors from highest return to lowest will be:



Computers, Construction, Banking, Energy

2.
From "Partial F" sheet, the p-value is almost zero. Hence the type of industry is significant.

3.
95% Prediction Intervals:

	Sector
	95% Prediction Interval

	Banking
	

	Computers
	

	Construction
	

	Energy
	


12.9576 + or – 12.977





23.0082 + or – 13.295





15.7635 + or – 13.139





11.3157 + or – 12.864





Regression Analysis: Com. Eff. versus Sincerity, Excitement, ... 





The regression equation is


Com. Eff. = - 36.5 + 0.098 Sincerity + 1.99 Excitement + 0.507 Ruggedness - 0.366 Sophistication








Predictor          Coef  SE Coef      T      P


Constant         -36.49    24.27  -1.50  0.171


Sincerity        0.0983   0.3021   0.33  0.753


Excitement       1.9859   0.2063   9.63  0.000


Ruggedness       0.5071   0.7540   0.67  0.520


Sophistication  -0.3664   0.3643  -1.01  0.344








S = 3.68895   R-Sq = 94.6%   R-Sq(adj) = 91.8%








Analysis of Variance





Source          DF       SS      MS      F      P


Regression       4  1890.36  472.59  34.73  0.000


Residual Error   8   108.87   13.61


Total           12  1999.23











244
11-1

_965075247.unknown

_965077324.unknown

_965078973.unknown

_965079939.unknown

_1068414275.unknown

_1164543316.unknown

_1164545245.unknown

_1247316655.unknown

_1164543343.unknown

_1068414327.unknown

_1163235900.xls
Chart3

		96400

		63000

		70600

		39100

		37680

		31700

		32847

		12867

		11475

		6000



Residual

Residual Plot

157.0495998559

-1791.5403114946

105.1684122046

734.925382219

425.6102275411

1547.2580956212

360.1508912076

-505.1613175092

-483.5230916036

-549.9378880421



Data

		Multiple Regression										Exports																														R^2		0.9664771597		0.9664771597		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

																																Press the F9 key after entering all the data.												1		2		3		4		5		6		7		8		9		10		11		12		13		14		15		16		17		18		19

				Y		1		X1		X2		X3		X4		X5		X6		X7		X8		X9		X10																		1		2		1		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		Sl.No.		Exports		Ones		Employees		Revenues																																		Employees		Revenues		Employees		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		1		-1221		1		96400		17440																																		96400		17440		96400		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		2		-2808		1		63000		13724																																		63000		13724		63000		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		3		-773		1		70600		13303																																		70600		13303		70600		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		4		248		1		39100		9510																																		39100		9510		39100		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		5		38		1		37680		8870																																		37680		8870		37680		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		6		1461		1		31700		6846																																		31700		6846		31700		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0
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		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0																																										0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0
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Page &P

Do not erase the 1's in this column.

Enter the dependent variable in this column.  Up to 200 values can be entered.

Use these labels for sorting the columns as desired.  For example. If you wish to interchange columns 1 and 2, interchange the name X1 and X2 at the top and use the sort command to sort the columns X1 and X2.

Use this row for entering names of columns.



Results

		Multiple Regression Results										Exports

				0		1		2		3		4		5		6		7		8		9		10

				Intercept		Employees		Revenues		0		0		0		0		0		0		0		0

		b		834.9510193164		0.0085492998		-0.1741486881		0		0		0		0		0		0		0		0				Press the F9 key before reading these results.

		s(b)		621.1993315063		0.0644169857		0.3409295029		0		0		0		0		0		0		0		0

		t		1.3440951672		0.1327180979		-0.5108055674		0		0		0		0		0		0		0		0

		p-value		0.2208		0.8982		0.6252		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000

				VIF		29.8304		29.8304		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000

		ANOVA Table

				Source		SS		df		MS		F

				Regn.		4507008.86090334		2		2253504.43045167		2.1663159275		4.737415793		0.1852		s		1019.9251750634

				Error		7281731.53909681		7		1040247.36272812

				Total		11788740.4		9		1309860.04444444				0.3823						0.2058331979

		Prediction Interval

		Given X				Employees		Revenues		0		0		0		0		0		0		0		0

				1		5		10		150		2

				95%		833.252278934		+ or -		2822.3405394811				95%		833.252278934		+ or -		1465.9896185742



Do not delete this cell.

Enter the given values for all the independent varaibles in this row.

To change the title here, change it on the Data sheet.



Residuals

		Residual Analysis														Exports												Exports		2		96400								3059.7755251902		3

																												Employees				63000								-3059.7755251902		-3

				Errors		Q		Z																				Revenues				70600

				157.0495998559		0.545		0.114						Durbin-Watson d =		1.5528913806												0				39100

				-1791.5403114946		0.091		-1.335																				0				37680

				105.1684122046		0.455		-0.114																				0				31700

				734.925382219		0.818		0.908																				0				32847

				425.6102275411		0.727		0.605																				0				12867

				1547.2580956212		0.909		1.335																				0				11475

				360.1508912076		0.636		0.349																				0				6000

				-505.1613175092		0.273		-0.605																				0				0

				-483.5230916036		0.364		-0.349																								0

				-549.9378880421		0.182		-0.908																								0

				0		0.000		0.000																								0						Select X Axis for the Residual Plot.

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000																								0

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000

				0		0.000		0.000
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Residuals

		96400

		63000

		70600

		39100

		37680

		31700

		32847

		12867

		11475

		6000



Residual

Residual Plot

157.0495998559

-1791.5403114946

105.1684122046

734.925382219

425.6102275411

1547.2580956212

360.1508912076

-505.1613175092

-483.5230916036

-549.9378880421



Correl

		157.0495998559		3059.7755251902

		-1791.5403114946		-3059.7755251902

		105.1684122046

		734.925382219

		425.6102275411

		1547.2580956212

		360.1508912076

		-505.1613175092

		-483.5230916036

		-549.9378880421



Residual

Corresponding Normal Z

Normal Probability Plot

0.1141847861

-1.3351791495

-0.1141847861

0.9084578778

0.6045843293

1.3351791495

0.3487559752

-0.6045843293

-0.3487559752

-0.9084578778



Partial F

		Correlation matrix								Exports

						1		2		3		4		5		6		7		8		9		10				Press the F9 key before reading the results.

						Employees		Revenues		0		0		0		0		0		0		0		0

		1		Employees		1.0000

		2		Revenues		0.9831		1.0000

		3		0		0.0000		0.0000		0.0000

		4		0		0.0000		0.0000		0.0000		0.0000

		5		0		0.0000		0.0000		0.0000		0.0000		0.0000

		6		0		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000

		7		0		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000

		8		0		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000

		9		0		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000

		10		0		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000

		Y		Exports		-0.5994		-0.6171		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000		0.0000





						Exports

								2		k

								2		r

						7281731.53909681

						0

						0

						0.0000



This must be between 0 and k. If Partial F is not needed, let r = 0.

Note that the last r variables are dropped.
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