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We show that global de Sitter space is unstable to particle creation, even for a massive free

field theory with no self-interactions. The O(4, 1) de Sitter invariant state is a definite phase

coherent superposition of particle and anti-particle solutions in both the asymptotic past

and future, and therefore is not a true vacuum state. In the closely related case of particle

creation by a constant, uniform electric field, a time symmetric state analogous to the de

Sitter invariant one is constructed, which is also not a stable vacuum state. We provide

the general framework necessary to describe the particle creation process, the mean particle

number, and dynamical quantities such as the energy-momentum tensor and current of the

created particles in both the de Sitter and electric field backgrounds in real time, establishing

the connection to kinetic theory. We compute the energy-momentum tensor for adiabatic

vacuum states in de Sitter space initialized at early times in global S3 sections, and show

that particle creation in the contracting phase results in exponentially large energy densities

at later times, necessitating an inclusion of their backreaction effects, and leading to large

deviation of the spacetime from global de Sitter space before the expanding phase can begin.
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I. INTRODUCTION

The problem of vacuum zero-point energy and its effects on the curvature of space through Einstein’s

equations has been present in quantum theory since its inception, and was first recognized by Pauli [1].

Largely ignored and bypassed during the steady stream of successes of quantum mechanics and then

quantum field theory (QFT) over a remarkable range of scales and conditions for five decades, the role

of vacuum energy was raised to prominence by cosmological models of inflation. Inflation postulates

a large vacuum energy density to drive exponential expansion of the universe, and invokes quantum

fluctuations in the de Sitter epoch as the primordial seeds of density fluctuations that give rise both

the observed cosmic microwave background anisotropies, and the formation of all observed structure in

the universe [2]. The problem of quantum vacuum energy and the origin of structure are both strong

motivations for the study of QFT in de Sitter space.

Further motivation comes from the discovery of dark energy in 1998 by measurements of the redshifts

of distant type SNI supernovae [3]. This has led to the realization that cosmological vacuum energy may

be more than 70% of the energy density in the universe and be responsible for its accelerated Hubble

expansion today. If correct, this implies that de Sitter space is actually a better approximation than flat

Minkowski space to the geometry of the present observable universe. Accounting for the value of the

apparent vacuum energy density today and elucidating its true nature and possible dynamics is widely

viewed as one of the most important challenges at the intersection of quantum physics and gravitation

theory, with direct relevance for observational cosmology.

Being a maximally symmetric solution of Einstein’s equations with positive cosmological constant,

which itself can be regarded as the energy of the vacuum, de Sitter space is the simplest setting for

posing questions about the interplay of QFT, gravity, and cosmology. Although global de Sitter space

is clearly an idealization, it is an important one amenable to an exact analysis of fundamental issues.

Progress toward a consistent theory of quantum vacuum energy and its gravitational effects, and the

formation of structure in the universe almost certainly requires a thorough understanding of quantum

effects in de Sitter space. One of the most basic of quantum effects that arise in curved spacetimes is

the spontaneous creation of particles from the vacuum [4–8]. This process converts vacuum energy to

ordinary matter and radiation, and therefore can lead to the dynamical relaxation of vacuum energy

with time [9, 10]. An introduction to these quantum effects, summary of the earlier literature and the

prospects for a dynamical theory of vacuum energy based on conversion of vacuum energy to particles

may be found in [11]. Since that review, there has been further interesting work on various aspects of
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QFT in de Sitter space, particularly on quantum infrared and interaction effects [12, 13].

Because of the mathematical appeal of maximal symmetry, much of both the earlier and more

recent research assumes the stability of the de Sitter invariant state obtained by continuation from the

Euclidean S4. This state of maximal O(4, 1) symmetry, known as the Chernikov-Tagirov or Bunch-

Davies (CTBD) state [14–16], is also the one most often considered in inflationary models [2]. However

the CTBD state raises a number of questions that seem still to require clarification. It is known that a

freely falling detector in de Sitter space in the CTBD state will detect a non-zero, thermal distribution

of particles at the Hawking-de Sitter temperature [17]. This shows at the outset that the Euclidean

CTBD state is not a ‘vacuum’ state in the usual sense familiar from Minkowski spacetime. In flat space

the separation into positive and negative energies, hence particle and anti-particle solutions of any

Lorentz invariant wave equation is itself Lorentz invariant. Minimizing the energy of the Hamiltonian

in flat space in any inertial frame also produces a vacuum state that is Lorentz invariant. In de Sitter

space neither of these statements is true. Arbitrarily chosen positive and negative energy solutions are

transformed into each other by the action of the de Sitter group generators [14]. As a result, a de Sitter

invariant separation of particles from anti-particles is not possible, and the notion of a stable vacuum

which minimizes a positive Hamiltonian, upon which QFT in flat space depends, does not exist.

While interactions are clearly important for the subsequent evolution, the absence of a minimum

energy vacuum state free of particle excitations, as well as the spontaneous particle creation rate [9]

makes quite dubious the assumption of a stable vacuum state in global de Sitter space, even at the

level of free field theory for massive fields. Progress in describing particle interactions also requires

a physically correct definition of particles in curved space. The question of the existence or not of a

stable vacuum and particle production should be settled unambiguously first for massive fields since

it is apparent that the effects of light fields and gravitons are even more subtle [18–20]. Finally this

basic question of vacuum stability to particle creation is clearly relevant to the fundamental problem of

vacuum energy, and the ultimate fate of the cosmological term in a full quantum theory.

The status of the vacuum in de Sitter space is very much analogous to that in other background

field problems of QFT, and in particular to the example of a charged quantum field in the presence

of a constant, uniform electric field. Such an idealized static background field is completely invariant

under time reversal and time translations. In this case, as first shown by Schwinger [21], there can be

little doubt that the vacuum is unstable to the spontaneous creation of charged particle/anti-particle

pairs. This spontaneous process breaks the time reversal and translational symmetry of the background.

Mathematically it is implemented by the m2 → m2−i0+ prescription in the Feynman propagator, which
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distinguishes positive and negative frequency solutions as particles and anti-particles respectively. It is

this crucial distinction that provides the consistent definintion of the ‘vacuum’ and ‘particle’ concepts

for QFT in background fields, including also gravitational fields [22, 23].

The analogy with charged particle creation in an external uniform electric field is one that we shall

develop in parallel with the de Sitter case, since it is quite illustrative. Although this problem has a long

history [21, 24–30], the features directly relevant to de Sitter space are worth emphasizing. In particular,

one can find a completely time symmetric state in a constant, uniform electric field background which has

exactly zero decay rate by time reversal symmetry, and is the close analog of the maximally symmetric

CTBD state in de Sitter space. The construction of such a time symmetric state, however appealing it

may be mathematically, is an artificial coherent superposition of particle and anti-particle waves, which

assures neither its nature as a vacuum state, nor its stability. The spontaneous particle creation process

in an electric field leads to an electric current that grows linearly with time and whose backreaction on

the classical background electric field must eventually be taken into account [28, 30].

Our main purpose in this paper is to present a detailed time dependent description of particle creation

in de Sitter space, extending and deepening previous analyses of its instability to quantum particle

creation [9]. The standard Feynman-Schwinger prescription of particle excitations moving forward in

time with negative energy modes interpreted as anti-particles propagating backwards in time provides

the framework for defining both an exact asymptotic definition of in and out vacuum states in the remote

past and future of de Sitter space, as well as an approximate instantaneous adiabatic particle number

at intermediate times. With this definition it becomes evident that particles are created spontaneously,

and the overlap |〈in|out〉|2 provides the vacuum decay probability, just as it does in the electric field

analog. By investigating the particle creation process in real time and computing the corresponding

energy-momentum of the particles, the vacuum instability of global maximally extended de Sitter space

to particle creation, the breaking of both time reversal and global de Sitter symmetries, and the necessity

to include backreaction of the particles on the geometry become clear. The nature of the CTBD state as

a particular coherent squeezed state combination of particle and anti-particle excitations is also clarified.

In the case of a uniform electric field, the Feynman-Schwinger prescription is known also to be

equivalent to an adiabatic prescription of switching the electric field on and off again smoothly on a

time scale T , evaluating the particles present in the final field free out region starting with the well-

defined Minkowski vacuum in the initial field free in region [24, 26, 29]. We present evidence that for

the analogous gentle enough switching on of the de Sitter phase from an initially static Einstein universe

phase, for large values of T and for modes with small enough momenta, the initial state produced for
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these modes is the asymptotic in state defined previously in eternal de Sitter space. Particle creation

takes place for these modes after adiabatic switching on of de Sitter space and the particle spectrum

produced is the same as in global de Sitter space.

The paper is organized as follows. In the next section we begin with the preliminaries of defining

a (non-self-interacting) scalar quantum field theory in de Sitter space in order to fix notation. In Sec.

III we formulate the problem of particle creation in de Sitter space in terms of a one-dimensional time-

independent scattering problem, review the construction of the in and out vacuum states, the non-trivial

Bogoliubov transformation between them, and the de Sitter decay rate this implies. We also show that

the de Sitter invariant CTBD state is a definite phase coherent squeezed superposition of particle and

anti-particle solutions in both the past and the future and not a true vacuum state. In Sec. IV we

digress to consider the case of particle creation in a constant, uniform electric field, showing the close

analogy to the de Sitter case, including also the construction of the time symmetric state analogous to

the CTBD state. In Sec. V we provide the general framework necessary to interpolate between the

asymptotic in and out states and describe the particle creation process, the adiabatic particle number,

and physical quantities such as the current and energy-momentum tensor of the created particles in

real time. In Sec. VI we apply this adiabatic framework to global de Sitter space with the spatial

S3 sections, showing how the particle creation process through semi-classical creation ‘events’ may be

described in real time. In Sec. VII we show how these methods may be applied equally well in the

Poincaré coordinates of de Sitter space with flat spatial sections most often used in cosmology. In

Sec. VIII we compute the energy-momentum tensor for vacuum states set at early initial times in the

global S3 sections, and show that particle creation in the contracting phase leads to exponentially large

energy densities and pressures which necessitate an inclusion of their backreaction, breaking of de Sitter

symmetry and large deviation of the spacetime from global de Sitter space before the expanding phase

even begins. In Sec. IX we present the numerical results for the adiabatic turning on and off of de

Sitter curvature on a time scale T starting from a static space and back, showing that the in state is

produced in this way and particle production proceeds as in global de Sitter space.

Sec. X contains a Summary and Discussion of our results. There is one Appendix which contains

reference formulae for de Sitter geometry and coordinates, included for completeness. The reader

interested primarily in the main results in de Sitter space only may proceed from Sec. III directly to

Secs. VI-VIII and the Summary and Discussion, with reference to the other sections and Appendix as

needed. This paper may be read in conjunction with the closely related paper [31], where the instability

of the CTBD state to perturbations, and their relation to the conformal trace anomaly are considered.
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II. WAVE EQUATION AND DE SITTER INVARIANT STATE

We consider in this paper a scalar field Φ with mass m and conformal curvature coupling ξ = 1
6

which in an arbitrary curved spacetime satisfies the free wave equation

(− +M2)Φ ≡
[
− 1√−g

∂

∂xa

(√−g gab ∂

∂xb

)
+M2

]
Φ = 0 (2.1)

with effective mass M2 ≡ m2 + ξR. In cosmological spacetimes with S3 closed spatial sections the

Robertson-Walker line element is

ds2 = −dτ2 + a2dΣ2 . (2.2)

Here dΣ2 = dN̂ · dN̂ denotes the line element on S3 and N̂ , defined in Eq.(A10), is a unit vector on S3.

Specializing to de Sitter spacetime and defining the dimensionless cosmological time u ≡ Hτ , the scale

factor is a(u) = H−1 coshu, the Ricci scalar R = 12H2 is a constant, and the effective mass is

M2 = m2 + 12 ξH2 = m2 + 2H2 (2.3)

for ξ = 1
6 . The wave equation (2.1) is separable in coordinates (2.2) with solutions of the form Φ =

yk(u)Yklm(N̂) and Yklml(N̂) a spherical harmonic on S3 given explicitly in [31]. The equation for yk is[
d2

du2
+ 3 tanhu

d

du
+ (k2 − 1) sech2u+

(
9

4
+ γ2

)]
yk = 0 (2.4)

with the dimensionless parameter γ defined by

γ ≡
√
M2

H2
− 9

4
=

√
m2

H2
− 1

4
(2.5)

with the latter expression valid for conformal coupling. The range of the integers k = 1, 2, . . . is taken

to be strictly positive, so that the constant harmonic function on S3 corresponds to k = 1, conforming

to the notation of [32]-[33]. In some works the sign under the square root in (2.5) is reversed and the

quantity ν = iγ is defined, which is real for M2 ≤ 9
4H

2 [8]. In this paper we shall be interested mainly

in the massive case M2 > 9
4H

2 (the principal series) where γ is real and positive, and for simplicity, in

the case of conformal coupling ξ = 1
6 , so that m2 > 1

4H
2.

With the change of variables z = (1− i sinhu)/2, the mode equation (2.4) can be recast in the form

of the hypergeometric equation. The fundamental complex solution yk = υkγ(u) may be taken to be

υkγ(u) ≡ Hckγ (sechu)k+1 (1− i sinhu)k F

(
1

2
+ iγ,

1

2
− iγ; k + 1;

1− i sinhu

2

)
(2.6)
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where F ≡ 2F1 is the Gauss hypergeometric function and

ckγ ≡
1

k!

[
Γ
(
k + 1

2 + iγ
)

Γ
(
k + 1

2 − iγ
)

2

] 1
2

=

∣∣Γ (k + 1
2 + iγ

)∣∣
√

2 Γ(k + 1)
(2.7)

is a real normalization constant, fixed so that υkγ satisfies the Wronskian condition

iHa3(u)

[
υ∗kγ

d

du
υkγ − υkγ

d

du
υ∗kγ

]
= 1 (2.8)

for all k. Note that under time reversal u→ −u the mode function (2.6) goes to its complex conjugate

υkγ(−u) = υ∗kγ(u) (2.9)

for all M2 > 0.

The scalar field operator Φ can be expressed as a sum over the fundamental solutions

Φ(u, N̂) =

∞∑
k=1

k−1∑
l=0

l∑
ml=−l

{
aυklml υkγ(u)Yklml(N̂) + aυ †klml υ

∗
kγ(u)Y ∗klml (N̂)

}
, (2.10)

with the Fock space operator coefficients aυklml satisfying the commutation relations[
aυklml , a

υ †
k′l′m′l

]
= δkk′δll′δmlm′l . (2.11)

With (2.8), (2.11) and the standard unit normalization of harmonic functions on the unit sphere∫
S3
d3Σ Y ∗k′l′m′l

Yklml = δk′kδl′lδm′lml (2.12)

the canonical equal time field commutation relation[
Φ(u, N̂),Π(u, N̂ ′)

]
= i δΣ(N̂ , N̂ ′) (2.13)

is satisfied, where Π =
√−g Φ̇ = Ha3 ∂Φ

∂u is the field momentum operator conjugate to Φ, the overdot

denotes differentiation H∂/∂u and δΣ(N̂ , N̂ ′) denotes the delta function on the unit S3 with respect to

the canonical round metric dΣ2.

The Chernikov-Tagirov or Bunch-Davies (CTBD) state |υ〉 [14–16] is defined by

aυklml |υ〉 = 0 ∀ k, l,ml (2.14)

and is invariant under the full O(4, 1) isometry group of the complete de Sitter manifold (A1)-(A2),

including under the discrete inversion symmetry of all coordinates in the embedding space, XA → −XA

(A4), which is not continuously connected to the identity. This de Sitter invariant state |υ〉 is the one

usually discussed in the literature, and the Green functions in this state are those obtained by analytic

continuation to de Sitter spacetime from the Euclidean S4 with full O(5) symmetry. The existence of

an O(4, 1) invariant symmetric state does not imply that this state is a stable vacuum. In this and a

closely related paper [31], we shall present the evidence that it is not.
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III. DE SITTER SCATTERING POTENTIAL, IN AND OUT STATES, AND DECAY RATE

The solutions (2.6) and de Sitter invariant state |υ〉 are defined once and for all, globally in de

Sitter space without any reference to a separation between positive and negative frequencies, which

is axiomatic in flat spacetime to discriminate between particle and anti-particle states, and necessary

to define a stable vacuum which is a minimum of a positive definite Hamiltonian. Whereas in flat

spacetime such a separation into particle and anti-particle solutions of the wave equation is Lorentz

invariant, an O(4, 1) transformation will generally rotate the solution υkγ into a linear combination of

the υkγ and υ∗kγ in de Sitter spacetime [14], making a clean separation into particle and anti-particle

waves on symmetry grounds alone impossible. Corresponding to this mixing of positive and negative

frequency modes is the absence of a unique definition of ‘particles,’ or a positive definite Hamiltonian

operator to be minimized in de Sitter space. These important differences with flat space are responsible

for the non-trivial features of quantum fields and the quantum vacuum in de Sitter space.

To appreciate the sharp distinction from flat space, it is useful to eliminate the factors of a3 in the

Wronskian condition (2.8) by defining the mode functions

fk = a
3
2 yk (3.1)

which satisfy the equation of a time dependent harmonic oscillator

d2

dτ2
fk + Ω2

k fk = 0 (3.2)

in each k mode, with the time dependent frequency given by

Ω2
k ≡ ω2

k +
(
ξ − 1

6

)
R− ḣ

2
− h2

4
, ω2

k ≡
k2

a2
+m2 . (3.3)

Here h ≡ ȧ/a in a general RW spacetime with line element (2.2). Specializing to de Sitter space and

again using u = Hτ , the time dependent harmonic oscillator frequency is

Ω2
k

∣∣∣
dS

= H2
[(
k2 − 1

4

)
sech2u+ γ2

]
(3.4)

so that we may rewrite (3.2) in dimensionless form as a stationary state scattering problem[
− d2

du2
+ Uk(u)

]
fkγ = γ2 fkγ (3.5)

in the one-dimensional effective scattering potential

Uk(u) ≡ −
(
k2 − 1

4

)
sech2u . (3.6)
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Here the ‘energy’ γ is defined by (2.5) and is positive for the fields with ξ = 1
6 and m2 > 1

4H
2 considered

in this paper.

Since the scattering potential (3.6) is negative definite, and approaches zero exponentially as |u| → ∞,

the solutions of (3.5) for γ2 > 0 describe over the barrier scattering and are everywhere oscillatory.

The vanishing of the potential at large |u| implies well-defined free asymptotic solutions as u → ∓∞,

behaving like e±iγu. Because of the scattering by the potential, a positive frequency wave e−iγu incident

from the left (the past as u→ −∞) will be partially transmitted to a positive frequency e−iγu wave to

the right (the future as u→ +∞) and partially reflected to a negative frequency eiγu wave to the left.

Potential scattering of this kind and mixing of positive and negative energy solutions clearly does not

occur in static spacetimes such as Minkowski spacetime.

Now the crucial point is that these asymptotic pure frequency scattering solutions correspond exactly

to the Feynman prescription of positive energy solutions as particles propagating forward in time and

negative energy solutions as anti-particles propagating backward in time [23, 34]. This leads to the

covariant definition of the Feynman propagator as the boundary value of a function defined in the

complex m2 plane with the m2−i0+ prescription specifying the limit in which the real axis is approached

and pole contributions evaluated. This definition is easily generalized to non-vanishing background fields

and curved spacetimes by the same generally covariant m2 − i0+ prescription, and is then completely

equivalent to the Schwinger-DeWitt proper time method of defining the propagator and effective action

functional in such situations [21, 22]. This gives a rigorous definition of particles and anti-particles

whenever the solutions of the time dependent mode equation (3.2) behave as pure oscillating exponential

functions in the asymptotic past and the asymptotic future. This definition is physically based on the

corresponding definitions in Minkowski space [23], free of any assumptions of analytic continuation

from Euclidean time or S4, and generally quite different from that prescription. It is also the Feynman-

Schwinger m2− i0+ definition of the propagator, and only that definition that satisfies the composition

rule for amplitudes defined by a single path integral [35]. Finally, in Sec. IX we provide evidence that

this definition of asymptotic particle and anti-particle solutions to the wave equation is the also the

unique one produced by adiabatically switching the background gravitational field on and off.

Let us therefore denote by fkγ(+)(u) the properly normalized positive frequency solution of (3.5)

which behaves as e−iγu as u→ −∞ (the particle in solution), and by f
(+)
kγ (u) the properly normalized

positive frequency solution of (3.5) which behaves as e−iγu as u→ +∞ (the particle out solution). The

corresponding negative frequency (or anti-particle) solutions fkγ(−)(u) and f
(−)
kγ (u) which behave as eiγu

as u→ ∓∞ respectively are obtained from these by complex conjugation. Moreover since the potential
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Uk(u) is real and even under u→ −u, we have

fkγ(−)(u) = [fkγ(+)(u)]∗ = f
(+)
kγ (−u) (3.7a)

f
(−)
kγ (u) = [f

(+)
kγ (u)]∗ = fkγ(+)(−u) (3.7b)

by which any one of the four solutions determines the other three. The proper normalization condition

for each set of modes analogous to (2.8) is

iH

(
f∗kγ(+)

d

du
fkγ(+) − fkγ(+)

d

du
f∗kγ(+)

)
= 1 = iH

(
f

(+)∗
kγ

d

du
f

(+)
kγ − f

(+)
kγ

d

du
f

(+)∗
kγ

)
. (3.8)

The CTBD mode function (2.6), which we may write in terms of a Legendre function [36]

Fkγ(u) ≡ a 3
2υkγ(u) = e−

ikπ
2

sgn(u)

∣∣Γ (k + 1
2 + iγ

)∣∣
√

2H
(coshu)

1
2 P−k− 1

2
+iγ

(i sinhu) (3.9)

satisfies (3.5) and the normalization (3.8) by virtue of (2.7), (2.8) and (3.1). The dependence of the

phase on the sign of u enters to compensate for the discontinuity of the Legendre function P−k− 1
2

+iγ
(ζ)

as conventionally defined with a branch cut along the real axis from ζ = −∞ to ζ = +1 [36], so that

Fkγ(u) is in fact continuous as u crosses zero.

Since the in, the out, and the CTBD mode functions together with their complex conjugates are each

a complete set of solutions to (3.5), which preserve the Wronskian relation (3.8), they are expressible in

terms of each other by means of a Bogoliubov transformation. Specifically, the in mode functions are

expressible in terms of Fkγ and F ∗kγ by fkγ(+)

fkγ(−)

 =

 Ainkγ Bin
kγ

Bin ∗
kγ Ain ∗kγ

  Fkγ

F ∗kγ

 (3.10)

and likewise for the out mode functions f
(+)
kγ

f
(−)
kγ

 =

 Aoutkγ Bout
kγ

Bout ∗
kγ Aout ∗kγ

  Fkγ

F ∗kγ

 . (3.11)

Each set of the (strictly time independent) Akγ and Bkγ Bogoliubov coefficients satisfies the relation

|Akγ |2 − |Bkγ |2 = 1 . (3.12)

By using (3.7) and Fkγ(−u) = F ∗kγ(u) we immediately infer the relations

Aoutkγ = Ain ∗kγ and Bout
kγ = Bin ∗

kγ (3.13)
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between the in and out Bogoliubov coefficients. Furthermore, by inverting (3.11) and substituting the

result in (3.10) we obtain fkγ(+)

fkγ(−)

 =

 Ainkγ Bin
kγ

Bin ∗
kγ Ain ∗kγ

 Aout ∗kγ −Bout
kγ

−Bout ∗
kγ Aoutkγ

 f
(+)
kγ

f
(−)
kγ

 =

 Atotkγ Btot
kγ

Btot ∗
kγ Atot ∗kγ

 f
(+)
kγ

f
(−)
kγ

 (3.14)

which with (3.13) gives

Atotkγ = (Ainkγ)2 − (Bin
kγ)2 (3.15a)

Btot
kγ = Ain ∗kγ Bin

kγ −Ainkγ Bin ∗
kγ (3.15b)

for the coefficients of the total Bogoliubov transformation relating the in and out bases.

To find the Bogoliubov coefficients explicitly we construct the de Sitter scattering solutions (3.7).

From the asymptotic form of the Legendre functions for large arguments [36], the pure positive fre-

quency solutions of (3.5) as u → ∓∞ are Legendre functions of the second kind, Q−k− 1
2
±iγ . Fixing the

normalization by (3.8) these exact in and out solutions of (3.5) may be taken to be

fkγ(+)

∣∣∣
u<0

=
e−

πγ
2∣∣Γ (1

2 − k + iγ
)∣∣
[

coshu

H sinh(πγ)

] 1
2

Q−k− 1
2
−iγ(i sinhu) (3.16a)

f
(+)
kγ

∣∣∣
u>0

=
e−

πγ
2∣∣Γ (1

2 − k + iγ
)∣∣
[

coshu

H sinh(πγ)

] 1
2

Q−k− 1
2

+iγ
(i sinhu) (3.16b)

in the indicated regions of u, which have the required asymptotic behaviors [37]

fkγ(+) −→
u→−∞

(−)k√
2Hγ

e
iπ
4 e−iηkγ e−iγu (3.17a)

f
(+)
kγ −→

u→∞

(−)k√
2Hγ

e−
iπ
4 eiηkγ e−iγu (3.17b)

respectively, and where the phase ηkγ here is defined by

ηkγ ≡ arg
{

Γ(1− iγ) Γ
(
k + 1

2 + iγ
)}

. (3.18)

Then by using Eq. (3.9) and Eq. 3.3.1 (11) of [36] relating the Legendre functions of the second kind

to those of the first kind, we obtain

fkγ(+) =
1√

2 sinh(πγ)

(
i e−

ikπ
2 e

πγ
2 Fkγ + e

ikπ
2 e−

πγ
2 F ∗kγ

)
(3.19a)

f
(+)
kγ =

1√
2 sinh(πγ)

(
−i e ikπ2 eπγ2 Fkγ + e−

ikπ
2 e−

πγ
2 F ∗kγ

)
. (3.19b)
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which are valid for all u. Making use of the definitions (3.10) and (3.11), we may read off the Bogoliubov

coefficients

Ainkγ =
i√

2 sinh(πγ)
e−

ikπ
2 e

πγ
2 = Aout ∗kγ (3.20a)

Bin
kγ =

1√
2 sinh(πγ)

e
ikπ
2 e−

πγ
2 = Bout ∗

kγ (3.20b)

relating the in and out scattering solutions of (3.5) to the fundamental CTBD solution in de Sitter

space.

Notice that in inverting (3.10) or (3.11) with (3.20), these relations imply that the CTBD solution

(3.9) is a very particular phase coherent superposition of positive and negative frequency solutions at

both u → ±∞ [38]. Hence the O(4, 1) invariant state |υ〉 they define through (2.14) contains particles

in both the in and out bases and is not a particle vacuum state in either limit. A direct consequence of

this is that the O(4, 1) invariant propagator function constructed from the CTBD modes and obtained

also by analytic continuation from the Euclidean S4 manifold does not obey the composition rule of a

Feynman propagator function [12].

Clearly the quantization of the scalar field Φ may be formally carried out in either the in or out bases

and the corresponding Fock space operators introduced as in (2.10)-(2.11) for the CTBD basis. Since

there is scattering in the de Sitter potential (3.5) and the in and out states are related by a non-trivial

Bogoliubov transformation (3.15), which from (3.15) and (3.20) has coefficients

Atotkγ = (−)k−1 coth(πγ) (3.21a)

Btot
kγ = i (−)k−1 csch(πγ) (3.21b)

the vacuum state |in〉 defined by absence of positive frequency particle excitations at early times is

different from the corresponding vacuum state |out〉 defined by the absence of positive frequency particle

excitations at late times. Equivalently the early time |in〉 state contains particle excitations relative to

the late time |out〉 vacuum. The mean number density of particles of the out basis in the vacuum state

defined by the in basis is

|Btot
kγ |2 = csch2(πγ) (3.22)

in the mode labeled by (klml). Also

wγ ≡
∣∣∣∣∣Btot

kγ

Atotkγ

∣∣∣∣∣
2

= sech2(πγ) (3.23)

is the relative probability of creating a particle/anti-particle pair in this mode. Note that both (3.22)

and (3.23) are independent of (klml), depending only upon the mass of the field and its coupling to
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the scalar curvature. Equivalent results were found in earlier work [9] with a different choice of the

arbitrary phases for the scattering solutions and Bogoliubov coefficients.

The overlap between the in and out bases yields the probability that no particles are created, or that

the vacuum remains the vacuum, and is given by

|〈out|in〉|2 =
∏
klml

(1− wγ) = exp

{∑
klml

ln
[
tanh2(πγ)

]}
. (3.24)

Because the summand in the last expression is independent of (klml), the sum is quite divergent. This

is an expression of the fact that in the infinite time limits u → ±∞ the overlap between the |in〉 and

|out〉 states vanishes, and one should ask instead about the decay rate per unit volume. This can be

extracted from (3.24) by the following physical considerations, which we justify more rigorously in Sec.

VI. First the sums in (3.24) are regulated by introducing a cutoff in the principal quantum number at

kmax = K, so that

K∑
k=1

k−1∑
l=0

l∑
ml=−l

1 =
K(K + 1)(2K + 1)

6
→ K3

3
(3.25)

for K � 1. Then one recognizes that the cutoff in the mode sum corresponds to a time dependent

cutoff in physical momenta at

PK(u) =
K

a
=

KH

coshu
. (3.26)

Alternatively, for a fixed physical momentum cutoff PK , an increase in time by ∆u results in an increase

in K such that

∆K

K
=

∆(coshu)

coshu
→ sgn(u) ∆u = |∆u| (3.27)

as K and |u| → ∞. Thus the K cutoff in the sum (3.25) may be traded for a cutoff in the time interval

u according to

lnK ↔ |u|+ const. (3.28)

where the constant is dependent upon the finite fixed PK and is unimportant in the limit K, |u| → ∞.

Since the four-volume enclosed by the change of u is

∆V4 =

∫
d4x
√−g

∣∣∣u+∆u

u
=

2π2

H4
cosh3 u|∆u| → π2

4H4
e3|u|∆K

K
→ π2

4H4
K2∆K (3.29)

in this limit, the change in the sum in the exponent of (3.24) as the cutoff K is changed, viz.

∆
∑
klml

ln
[
tanh2(πγ)

]
= −2 ln [coth(πγ)] K2∆K → −8H2

π2
ln [coth(πγ)] ∆V4 (3.30)
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may be regarded as giving rise to the finite decay rate per unit four-volume according to

|〈out|in〉|2V4 = exp (−ΓV4) (3.31)

as V4 →∞, with

Γ =
8H4

π2
ln
[

coth(πγ)
]

(3.32)

the decay rate of the vacuum in state due to particle creation in de Sitter space [9]. For m � H the

decay rate goes to zero exponentially

Γ→ 16H4

π2
e−2πm/H for m� H (3.33)

while the divergence of (3.32) at γ = 0 indicates that the case of light masses must be treated differently.

The argument leading from (3.24) to (3.32) will be justified in Sec. VI by a more careful procedure

based on an analysis of the real time particle creation process in de Sitter space. This requires evolving

the system from a finite initial time to a finite final time and defining time dependent adiabatic vacuum

states which interpolate smoothly between the |in〉 and |out〉 states, so that the infinite time limit is taken

only at the end. The analysis of particle creation in real time introduces the momentum dependence

that is absent from the asymptotic Bogoliubov coefficients (3.21) in infinite times and which justifies

the replacement (3.27). It will also enable consideration of the stress tensor of the created particles and

their backreaction on the classical geometry. Before embarking upon that more complete treatment of

the particle creation process in de Sitter space, we review the analogous case of particle creation in a

constant uniform electric field, which shares many of the same features, and for which the implication

of an instability is clear.

IV. IN/OUT STATES AND DECAY RATE OF A CONSTANT UNIFORM ELECTRIC FIELD

The case of a charged quantum field in the background of a constant uniform electric field has many

similarities with the de Sitter case. Although this case has been considered by many authors [21, 24–

30], the aspects relevant to the de Sitter case are worth emphasizing, including the existence of a time

symmetric state analogous to the CTBD state in de Sitter space, which apparently has not received

previous attention.

Treating the electric field as a classical background field analogous to the classical gravitational field

of de Sitter space, the wave equation of a non-self-interacting complex scalar field Φ is[
−(∂µ − ieAµ)(∂µ − ieAµ) +m2

]
Φ = 0 (4.1)
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in the background electromagnetic potential Aµ(x). Analogous to choosing global time dependent

coordinates (2.2) or (A8) in de Sitter space, one may choose the time dependent gauge

Az = −Et , At = Ax = Ay = 0 (4.2)

in which to describe a fixed constant and uniform electric field in the ẑ direction. Then the solutions of

the field equation (4.1) may be separated in Fourier modes Φ ∼ eik·xfk(t) with[
d2

dt2
+ (kz + eEt)2 + k2

⊥ +m2

]
fk(t) = 0 . (4.3)

This is again the form of a time dependent harmonic oscillator analogous to (3.2), with the frequency

function now given by

ωk(t) ≡
[
(kz + eEt)2 + k2

⊥ +m2
] 1
2 =

√
2|eE|

√
u2

4
+ λ (4.4)

instead of (3.3) of the de Sitter case. We have defined here the dimensionless variables

u ≡
√

2

|eE| (kz + eEt) , λ ≡ k2
⊥ +m2

2 |eE| > 0 . (4.5)

Without loss of generality we can take the sign of eE to be positive. With fk(t) → fλ(u), the wave

equation (4.3) then becomes [
d2

du2
+
u2

4
+ λ

]
fλ(u) = 0 (4.6)

whose solutions may be expressed in terms of confluent hypergeometric functions 1F1(a; c; z) or parabolic

cylinder functions [36]

D−iλ− 1
2
(e

iπ
4 u) , D−iλ− 1

2
(−e iπ4 u) , Diλ− 1

2
(e−

iπ
4 u) , Diλ− 1

2
(−e− iπ4 u) . (4.7)

Any two of the solutions (4.7) are linearly independent for general real λ.

As in the de Sitter case Eq. (4.6) may viewed as a one-dimensional stationary state scattering

problem for the Schrödinger equation in the inverted harmonic oscillator potential −u2/4, independent

of k in this case, with ‘energy’ λ (the analog of γ2). We again have over the barrier scattering in a

potential that is even under u→ −u, with no turning points on the real u axis and the solutions (4.7) are

everywhere oscillatory for positive λ. Although the potential −u2/4 grows without bound as |u| → ∞,

pure positive frequency in and out particle modes can be defined by the requirement that they behave

as (2ωk)−
1
2 e−iΘλ(u), where the adiabatic phase Θλ(u) is defined by

Θλ(u) ≡
∫ t(u)

t(u=0)
dt ωk(t) =

1

2

∫ u

0
du
√
u2 + 4λ =

u

4

√
u2 + 4λ + λ ln

(
u+
√
u2 + 4λ

2
√
λ

)

→ sgn(u)

{
u2

4
+
λ

2

[
ln

(
u2

λ

)
+ 1

]}
+O

(
λ2

u2

)
(4.8)
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as |u| → ∞. The fact that the phase (4.8) has a well-defined asymptotic form with small corrections

means that well-defined positive and negative frequency mode functions exist in the limit of large |u|,
although the potential (4.2) does not vanish in this limit. Examining the asymptotic form of the

various parabolic cylinder functions (4.7) one easily finds the exact solutions of (4.6) which behave as

pure positive frequency adiabatic solutions of (4.3) or (4.6), viz.

fλ (+)(u) = (2eE)−
1
4 e−

πλ
4 eiηλ D− 1

2
+iλ(−e− iπ4 u) (4.9a)

f
(+)
λ (u) = (2eE)−

1
4 e−

πλ
4 e−iηλ D− 1

2
−iλ(e

iπ
4 u) (4.9b)

and which satisfy the Wronskian normalization condition

i

(
f∗λ (+)

d

dt
fλ (+) − fλ (+)

d

dt
f∗λ (+)

)
= 1 = i

(
f

(+) ∗
λ

d

dt
f

(+)
λ − f (+)

λ

d

dt
f

(+) ∗
λ

)
(4.10)

analogous to (3.8). These in and out scattering solutions are chosen to have the simple pure positive

frequency asymptotic behaviors

fλ (+) −→
u→−∞

(2ωk)−
1
2 e−iΘλ(u) (4.11a)

f
(+)
λ −→

u→+∞
(2ωk)−

1
2 e−iΘλ(u) (4.11b)

provided the arbitrary constant phase ηλ in (4.9) is taken to be

ηλ ≡
λ

2
− λ

2
lnλ− π

8
. (4.12)

The in and out particle mode solutions (4.9) and the corresponding complex conjugate anti-particle

mode solutions are a set of four solutions of (4.6) which are related to each other by the precise analog

of (3.7) in the de Sitter case. Here we have chosen to incorporate the phase ηλ into the definition of

the modes (4.9) rather than have it appear in the asymptotic forms (4.11), as the analogous phase ηkγ

does in (3.17) of the previous section.

Now an additional point of correspondence is the existence of a u-time symmetric solution to (4.6)

analogous to the CTBD mode solution (2.6) or (3.9) in de Sitter space, and a corresponding maximally

symmetric state of the charged quantum field in a constant, uniform electric field background. That

such a mode solution to (4.6) obeying

υλ(−u) = υ∗λ(u) (4.13)

exists is clear from the u → −u symmetry of the real scattering potential −u2/4. Since there is no

expansion factor a(u) in this case, this symmetric function is also the analog of Fkγ(u) (3.9) in the de
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Sitter case. It is most conveniently expressed in terms of the confluent hypergeometric function defined

by the confluent hypergeometric series

Φ(a, c; z) ≡ 1F1(a; c; z) =
∞∑
n=0

(a)n
(c)n

zn

n!
, (a)n ≡

Γ(a+ n)

Γ(a)
(4.14)

or the integral representation

Φ(a, c; z) =
Γ(c)

Γ(a)Γ(c− a)

∫ 1

0
dx exz xa−1 (1− x)c−a−1 , Re c > Re a > 0 (4.15)

in the form

υλ(u) = 2−
1
2 (k2
⊥ +m2)−

1
4 e−

iu2

4

[
Φ

(
1

4
+
iλ

2
,
1

2
;
iu2

2

)
− iu λ 1

2 Φ

(
3

4
+
iλ

2
,
3

2
;
iu2

2

)]
(4.16)

which is correctly normalized by (4.10), and satisfies (4.13) by use of the Kummer transformation of

the function Φ(a, c; z), c.f. Eq. 6.3 (7) of [36]. By making use of the value Φ(a, c; 0) = 1 from (4.14) or

(4.15), we find

υλ(0) = 2−
1
2 (k2
⊥ +m2)−

1
4 =

1√
2ωk

∣∣∣∣
u=0

(4.17a)

∂υλ
∂t

∣∣∣∣
u=0

= −i
√
eEλ (k2

⊥ +m2)−
1
4 =
−i ωk√

2ωk

∣∣∣∣
u=0

(4.17b)

so that the symmetric solution υλ matches the adiabatic positive frequency form (2ωk)−
1
2 e−iΘλ(u) at

the symmetric point of the potential u = 0, halfway in between the asymptotic limits u → ±∞. The

solution of (4.6) with these properties is unique.

The existence of such a time reversal invariant solution to (4.6) implies the existence of a maximally

symmetric state constructed along the lines of the maximally O(4, 1) invariant invariant state (2.14) in

the de Sitter background. The existence of this state of maximal symmetry does not imply that it is the

stable ground state of either the de Sitter or electric field backgrounds. In the electric field case this is

well known and the decay rate of the electric field into particle/anti-particle pairs [21] is becoming close

to being experimentally verified in the near future [39]. That result is easily recovered in the present

formalism by calculations exactly parallel to those of the de Sitter case in the last section.

First the Bogoliubov transformation analogous to (3.10) relating the in state mode function to the

symmetric one υλ(u) and its complex conjugate are determined from the relation between the parabolic

cylinder function in fλ (±)(u) and the confluent hypergeometric functions, c.f. Eqs. 6.9.2 (31) and 6.5

(7) of [36], which give

fλ (+)(u) = Ainλ υλ(u) +Bin
λ υ
∗
λ (4.18)
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with

Ainλ =

√
π

2
2
iλ
2 eiηλ e−

πλ
4

[(
λ

2

) 1
4 1

Γ
(

3
4 − iλ

2

) +

(
2

λ

) 1
4 e

iπ
4

Γ
(

1
4 − iλ

2

)] (4.19a)

Bin
λ =

√
π

2
2
iλ
2 eiηλ e−

πλ
4

[(
λ

2

) 1
4 1

Γ
(

3
4 − iλ

2

) − ( 2

λ

) 1
4 e

iπ
4

Γ
(

1
4 − iλ

2

)] (4.19b)

Because the in and out mode functions satisfy the same relations as (3.7), and have the same relation

to the symmetric mode function υλ(u) as the corresponding in and out mode functions have to the

CTBD mode function (3.9) in the de Sitter case, the Bogoliubov coefficients defined by the analogs of

(3.10)-(3.15), and the coefficients of the total Bogoliubov transformation from in to out states in the

electric field case are given by the same relations as (3.15), viz.

Atotλ = (Ainλ )2 − (Bin
λ )2 =

√
2π

Γ
(

1
2 − iλ

) e−πλ2 eiλ−iλ lnλ , (4.20a)

Btot
λ = Ain ∗λ Bin

λ −Ainλ Bin ∗
λ = −i e−πλ . (4.20b)

Thus the number density of out particles at late times in the mode labeled by k or (kz, k⊥) if the system

is prepared in the in vacuum is

|Btot
λ |2 = e−2πλ = exp

[
−π(k2

⊥ +m2)

eE

]
(4.21)

and the relative probability of finding a particle/anti-particle charged pair in the mode characterized

by (kz,k⊥) in the |in〉 ‘vacuum’ is

wλ ≡
∣∣∣∣Btot

λ

Atotλ

∣∣∣∣2 =
1

e2πλ + 1
(4.22)

which is independent of kz. The vacuum overlap or vacuum persistence probability is given then by the

analog of (3.24),

|〈out|in〉|2 =
∏
k

(1− wλ) = exp
{
−
∑
k

ln (1 + e−2πλ)
}

(4.23)

Taking the infinite volume limit and converting the sum into an integral according to

∑
k

→ V

(2π)3

∫
dkz

∫
d2k⊥ (4.24)

we see that the exponent in (4.23) diverges both in V and because the integrand is independent of

kz. Thus we should again define the decay rate by dividing the exponent in the vacuum persistence

probability (4.23) by the four-volume V T , before taking the infinite time limit T → ∞. Recognizing
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that the physical (kinetic) longitudinal momentum of the particle in mode kz is p = kz + eEt, for a

fixed large p = P cutoff we have

dkz = −eE dt . (4.25)

Thus the positive integral over kz in (4.24) may be replaced by eET , T being the total elapsed time

over which the electric field acts to create pairs. In this way we obtain from (4.23)-(4.25) the vacuum

decay rate per unit three-volume V per unit time T to be

Γ =
eE

(2π)3

∫
d2k⊥ ln(1 + e−2πλ)

=
eE

(2π)3

∫ ∞
0

π dk2
⊥

∞∑
n=1

(−)n+1

n
exp

[
−πn(k2

⊥ +m2)

eE

]

=
(eE)2

(2π)3

∞∑
n=1

(−)n+1

n2
exp

(
−πnm

2

eE

)
(4.26)

which is Schwinger’s result for scalar QED. (Schwinger actually obtained the result for fermionic QED

in which the alternating sign in the sum over n is absent [21]).

Thus the definition of the in and out states which are purely positive frequency as t→ ∓∞ respec-

tively according to (4.11) gives a non-trivial particle creation rate and imaginary part of the one-loop

effective action which agrees with [21], notwithstanding the existence of a fully time symmetric state

with mode functions (4.16). Clearly a non-zero imaginary part and decay rate breaks the time reversal

symmetry of the background. Mathematically this is of course a result of initial boundary conditions

on the vacuum, implemented in the present treatment by the definition of positive frequency solutions

at early and late times, or in Schwinger’s proper time original treatment by the m2 → m2 − i0+ pre-

scription of avoiding a pole. As in the de Sitter case, the time symmetric modes (4.16) can be defined

and have the maximal symmetry of the background E field. They do not describe a true vacuum state,

but rather a specific coherent superposition of particles and anti-particles with respect to either the in

or out vacuum states, ‘halfway between.’ The time symmetric state defined by the solution (4.16) is a

very curious state indeed, corresponding to the rather unphysical boundary condition of each pair cre-

ation event being exactly balanced by its time reversed pair annihilation event, these pairs having been

precisely arranged to come from great distances at early times in order to effect just such a cancellation.

We note also that taking the strict asymptotic states (4.9) in a constant uniform electric field leads

to the same sort of divergence in the kz momentum integration we encountered in the k sum in the de

Sitter case, which can be handled by the replacement (4.25) based on similar considerations of a fixed

physical momentum cutoff. The reason that the calculation leading to (4.23) together with a physical
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argument for the kz cutoff gives the identical answer to Schwinger’s proper time method [21] is of course

due to the fact that the definition of particles by the positive frequency solutions of the time dependent

mode Eq. (4.6) is the same one selected by the covariant analyticity requirement of the m2 − i0+

prescription. For this correspondence to be unambiguous it is important that the adiabatic frequency

function Θλ(u) in (4.8) have well-defined asymptotic behavior at large |u| �
√
λ, so that the in and

out positive frequency mode functions may be identified by the asymptotic behaviors of the appropriate

exact solutions of (4.6), even though the electric field does not vanish in these asymptotic regions at

very early or very late times. Indeed exactly the same result (4.26) is obtained if the electric field is

switched on and off smoothly [24, 26, 29] in a finite time T . Then the Bogoliubov coefficients have a

non-trivial kz dependence and the integral over kz for finite T is finite. Dividing by T and taking the

limit T →∞ one recovers exactly the decay rate (4.26) according to the replacement (4.25) above.

A technical deficiency of the asymptotic |in〉 and |out〉 states related to the divergence of the kz

integral or k sum is that they are not Hadamard UV allowed states. That is to say, the Wightman

correlation functions computed in these states do not have the same short distance singularities as

those of flat space and mild deformations therefrom. This has been known for some time in the de

Sitter case, where in |in〉 and |out〉 states are two members of the ‘α vacuum’ family of states with

particular non-zero values of the parameter α [9, 40]. Although this entire family of states are formally

de Sitter invariant under the SO(4, 1) subgroup of O(4, 1) continuously connected to the identity, the

two-point Wightman correlation function in all such states other than the CTBD α = 0 state have short

distance singularities as x → x′ that differ than those in flat space. This implies a sensitivity of local

short distance physics to global state properties, at odds with usual expectations of renormalization

and effective field theory.

The reason for this unphysical UV behavior of the in and out states is the non-commutivity of the

infinite time |u| → ∞ and infinite momentum k →∞ limit in the de Sitter case, or (kz, k⊥)→∞ limit

in the E field case. The short distance or UV properties of the state rely in Fourier space on the vacuum

matching the flat space or zero field vacuum to sufficiently high order at sufficiently high momentum

or short distances, whereas these large k properties are lost if the infinite time limit is taken first. In

the electric field case the physical cutoff on |kz| is of order eET , so that the very high kz modes are

undisturbed from the ordinary vacuum and the unphysical ultraviolet behavior of matrix elements and

Green’s functions in the initial state is removed when T is finite. The finite T regulator thus eliminates

any UV problem, and transfers the divergence instead to the question of the long time or infrared secular

evolution of the system. Then time translational as well as time reversal symmetry is lost.
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All idealized calculations in background fields that persist for infinite times do not give much physical

insight into the particle creation process itself in real time. In formulating a well-posed time dependent

problem one needs to define states in which the momentum dependent particle creation process can

be followed at any finite time. This leads to the introduction of adiabatic vacuum and particle states

defined at arbitrary times, not just in the asymptotic past or future.

V. ADIABATIC VACUUM STATES AND PARTICLE CREATION IN REAL TIME

The in and out mode functions f(+) and f (+) are pure positive frequency particle modes in the

asymptotic past and asymptotic future respectively, while the time symmetric υ or F is ‘halfway between’

them and a positive frequency mode at u = 0. This suggests that it would be useful to introduce WKB

mode functions

f̃k =
1√

2Wk
exp

(
−i
∫ t

dtWk

)
(5.1)

that are approximate adiabatic positive frequency modes at any intermediate time t, to interpolate

between these limits. These approximate modes are related to any of the exact mode function solutions

f(+) and f (+) or υ of the oscillator equation (3.2) or (4.3) in the de Sitter of electric field backgrounds

(which we denote generically by fk) by a time dependent Bogoliubov transformation fk

f∗k

 =

 αk(t) βk(t)

β∗k(t) α∗k(t)

  f̃k

f̃∗k

 (5.2)

where we require that

|αk(t)|2 − |βk(t)|2 = 1 (5.3)

be satisfied at all times. The time dependent real frequency function Wk in (5.1) is to be chosen to

match the exact frequency function Ωk or ωk of the time dependent harmonic oscillator equation (3.2)

or (4.3), i.e. (3.3) or (4.4), to some order in the adiabatic expansion

W 2
k ' ω2

k −
1

2

ω̈k

ωk
+

3

4

ω̇2
k

ω2
k

+ . . . (5.4)

obtained by substituting (5.1) into the oscillator equation and expanding in time derivatives of the

frequency.

The expansion (5.4) is adiabatic in the usual sense of slowly varying, in that it is clear that the

approximate positive frequency mode (5.1) more and more accurately approaches an exact mode solution
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of the oscillator equation (3.2) or (4.3), as (3.3) or (4.4) becomes a more slowly varying function of time,

which is controlled by the strength of the background gravitational or electric field.

A second important property of the expansion (5.4) is that it is an asymptotic expansion (rather than

a convergent series) which is non-uniform in k. The higher order terms fall off more and more rapidly

at large |k|, for any value of the background field H or E, or no matter how rapidly the background

varies. This guarantees that the adiabatic vacuum defined by (5.1) will match the usual Minkowski

vacuum at sufficiently short time and distance scales as |k| → ∞, for any smoothly varying background

field. This property of the adiabatic vacuum is essential to the renormalization program for currents

and stress-tensors, necessary to formulate the backreaction problem for time varying background fields

[6–8]. In the literature the term adiabatic is often used in this second sense of the large |k| behavior of

vacuum modes and Green’s functions for arbitrary (smooth) backgrounds, independently of whether or

not they are slowly varying in time [8].

Because of the Wronskian normalization conditions (2.8) or (4.10), the coefficients of the time de-

pendent Bogoliubov transformation (5.2) are completely defined only if the first time derivatives of the

exact mode functions in terms of αk and βk are also specified. The general form of ḟk in terms of the

adiabatic modes f̃k that preserves both the Wronskian condition (2.8) and (5.3) is [32]

d

dt
fk =

(
−iWk +

Vk

2

)
αkf̃k +

(
iWk +

Vk

2

)
βkf̃

∗
k (5.5)

where Vk is a second time dependent real function, with its own adiabatic expansion given by the time

derivative of Wk from (5.4). Then the transformation of bases (5.2) may be viewed as a time dependent

canonical transformation in the phase space of the coordinates fk and their conjugate momenta ḟk. The

corresponding adiabatic particle and anti-particle creation and destruction operators may be defined by

setting the Fourier components

ϕk(t) ≡ akfk(t) + b†kf
∗
−k(t) = ãk(t)f̃k(t) + b̃†−k(t)f̃∗−k(t) (5.6)

equal so that the canonical transformation in the Fock space (of a charged scalar field) is ãk(t)

b̃†−k(t)

 =

 αk(t) β∗k(t)

βk(t) α∗k(t)

  ak

b†−k

 (5.7)

when referred to the time independent basis (ak, b
†
−k). For an uncharged Hermitian scalar field, bk and

b†−k are replaced by ak and a†−k respectively. The time dependent instantaneous mean adiabatic particle



23

number in the mode k is defined in the (ãk, b̃
†
−k) basis as

Nk(t) ≡ 〈ã†k(t)ãk(t)〉 = 〈b̃†−k(t)b̃−k(t)〉

= |αk(t)|2〈a†kak〉+ |βk(t)|2〈b−kb
†
−k〉

= Nk + (1 + 2Nk)|βk(t)|2 (5.8)

where

Nk ≡ 〈a†kak〉 = 〈b†−kb−k〉 (5.9)

is the number of particles (assumed equal to the number of anti-particles) referred to the time indepen-

dent basis. This may be taken to be the particle number at the initial time t = t0 provided that we

initialize so that |βk(t0)|2 = 0.

With the definition of Vk in (5.5), the time dependent Bogoliubov coefficients may be found explicitly:

αk = if̃∗k

[
ḟk −

(
iWk +

Vk

2

)
fk

]
(5.10a)

βk = −if̃k

[
ḟk +

(
iWk −

Vk

2

)
fk

]
(5.10b)

and in particular

|βk(t)|2 =
1

2Wk

∣∣∣∣ḟk +

(
iWk −

Vk

2

)
fk

∣∣∣∣2 (5.11)

is determined in terms of the adiabatic frequency functions (Wk, Vk) and the exact mode function

solution fk of the oscillator equation (3.2) or (4.3), which is specified by initial data (fk, ḟk) at t = t0.

Although the choice of (Wk, Vk) is not unique, it is fairly tightly constrained by the requirements of

matching the adiabatic behavior of the asymptotic expansion (5.4) to sufficiently high order, but not

higher than is necessary to isolate the divergences of the current 〈j〉 or stress tensor 〈T ab〉 operators

in their ‘vacuum-like’ contributions. We shall see that with these requirements, although the detailed

time dependence of Nk(t) depends on the precise choice of (Wk, Vk), the main features of the adiabatic

particle number are largely independent of that choice.

Let us first apply this general adiabatic framework to the constant, uniform electric field example.

Although it is sufficient to choose the lowest order adiabatic frequency functions

W
(0)
k = ωk =

√
eE

2
(u2 + 4λ)

1
2 (5.12a)

V
(1)
k = − ω̇k

ωk
= −
√

2eE
u

u2 + 4λ
(5.12b)
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in this case, we shall also study the second order choice

W
(2)
k = ωk −

1

4

ω̈k

ω2
k

+
3

8

ω̇2
k

ω4
k

=

√
eE

2
(u2 + 4λ)

1
2

[
1− 1

(u2 + 4λ)2
+

5

2

u2

(u2 + 4λ)3

]
(5.13)

for comparison purposes. The Bogoliubov coefficient |βk|2 and the adiabatic mean particle number were

studied in a constant electric field background with the choice W
(0)
k and Vk = 0 in [30]. In Fig. 1 we plot

|βk|2 defined by (5.11) with fk the in vacuum mode function fλ (+)(u) of (4.9) and for both the lowest

order and second order choices of adiabatic frequency Wk, given by (5.12) and (5.13) respectively.

FIG. 1. The mean number of particles created from the vacuum in state, given by (5.11) with fk = fλ (+)(u)

of (4.9), and with λ = 1. The blue curve with larger oscillations is for the choice of (Wk, Vk) given by (5.12),

while the green curve is for the second order adiabatic frequency of (5.13) and the same Vk. Both change rapidly

around u = 0, and both tend to the same asymptotic value e−2π = 0.001867 of (5.15) as u→∞.

A continuous but sharp rise in |βk|2 is observed in each kz mode around its ‘creation event,’ at u = 0,

i.e. at the time when the kinetic momentum p = kz + eEt = 0. Since the adiabatic mode functions

are essentially WKB approximations to the time dependent harmonic oscillator equation (3.2) or (4.3),

the particle creation process in real time and this rapid rise may be understood from a consideration of

the WKB turning points in the complex u plane [41]. These are defined by the values of u where the

frequency function ωk vanishes. Since the solutions are oscillatory on the real time axis, those turning

points are located off the real line, and in the case of (4.3)-(4.4) these zeroes of the frequency are at

u = ±uλ ≡ ± 2i
√
λ (5.14)
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illustrated in Fig. 2.

The qualitative behavior of the Bogoliubov coefficient βk(t) along the real u axis can be found by

finding the lines of steepest descent of the adiabatic phase function Θλ(u) of (4.8) in the complex u

plane, as they emanate from uλ [41]. Far from the turning points, for |u| � 2
√
λ, the exact mode

functions are well approximated by the adiabatic WKB mode function (5.1) and hence |βk(t)|2 defined

by (5.11) will be approximately constant. For u � −|uλ| < 0 the adiabatic vacuum is approximately

the in vacuum discussed previously and |βk(t)|2 is nearly zero if it is initialized so that |βk(t0)|2 = 0.

For u � |uλ| > 0, the adiabatic vacuum is approximately the out vacuum. Again |βk(t)|2 will be

approximately constant in this region and given approximately by the total Bogoliubov coefficient Btot
λ

from in to out. In the region u ∈ [−uλ, uλ], as u passes nearest the complex turning points (5.14), the

exact mode function fk(t) receives an increasing admixture of the negative frequency component, and

|βk|2 changes rapidly from its in to out value. This change in |βk(t)|2 in this region of ∆u ∼ 4
√
λ or

∆t ∼ 2
√
k2
⊥ +m2/eE around u = 0 (closest to the complex zero of ωk) is given by (4.21) or

∆|βk|2 = |Btot
λ |2 = e−2πλ (5.15)

and can also be found from (4.8) by evaluating exp[−4 Im Θλ(uλ)] [41]. We use the total Bogoliubov

coefficient Btot
λ since the rise in |βk|2 changes continuously in this region u ∈ [−uλ, uλ] between the two

complex zeroes (5.14) with no constant value halfway between. The behavior of |βk(u)|2 for various

λ is plotted in Fig. 3 showing the asymptotic value of the jump in particle number consistent with

(5.15). Since this jump |βk|2 occurs around u = 0, the particle creation ‘event’ occurs at a different

time t = −kz/eE for modes with different kz.

2i
√
λ

−2i
√
λ

0

u

1

FIG. 2. Location of the zeroes of the frequency function ωk in the complex u plane. Particle creation occurs as

the real time u contour passes the imaginary axis at u = 0 between the pair of these zeroes.
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FIG. 3. The mean number of particles created from the vacuum in state, given by (5.11) with fk = fλ (+)(u)

of (4.9), and the second order adiabatic frequency of (5.13) for λ = 1, 2, 3 (blue, green, red curves respectively).

Note the logarithmic scale. The asymptotic values for large u are 1.87× 10−3, 3.49× 10−6, and 6.51× 10−9 for

λ = 1, 2, 3 respectively, in agreement with (5.15).

Consider now the adiabatic initial data at some finite time t0,

fk(t0) =
1√

2ωk(t0)
(5.16a)

dfk

dt

∣∣∣∣
t=t0

= −
(
iωk +

ω̇k

2ωk

)
fk

∣∣∣
t=t0

(5.16b)

with ωk(t) given by (4.4). This matches the adiabatic vacuum with (5.12) so that βk(t0) = 0. Since

the creation event occurs around u = 0 = kz + eEt, with a finite starting time only those modes for

which the initial kinetic momentum p(t0) = kz + eEt0 < 0 can experience this creation event. They

do so at the time when their kinetic momentum p(t) = kz + eEt = 0, i.e. when the particle initially

moving in the opposite direction to the electric field is brought to instantaneous rest p(t) = 0 by the

constant positive acceleration of the field and begins to move in the direction of the electric field. On

the other hand those modes for which p(t0) = kz +eEt0 > 0 are already moving in the same direction of

the electric field at the initial time and undergo no particle creation event at later times, being already

approximately in the out vacuum state at the initial time t0. Crudely approximating the creation event

as a step function at u = 0 with step size (5.15), the number of particles in mode k at time t > t0 is

Nk(t) = (1 + 2Nk)|βk(t)|2 ≈ θ(p(t))θ(−p(t0)) e−2πλ

≈ (1 + 2Nk) θ(kz + eEt) θ(−kz − eEt0) e−2πλ (5.17)
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where the factor of 1 + 2Nk accounts for the induced creation rate of particles if there are already

particles Nk > 0 in the initial state. From (5.17) there is a ‘window function’ in kz for modes going

through particle creation given by

− eEt < kz < −eEt0 (5.18)

which grows linearly with elapsed time t− t0. The behavior of |βk|2 is shown in detail in Figs. 1 and 3,

and Figures 2-4 of Ref. [30], with the θ functions actually smooth functions of u that rise on the time

scale of ∆u ∼ 4
√
λ, which can be accurately captured by the uniform asymptotic approximation of the

parabolic cylinder functions even for moderately small λ [30]. Replacing this smooth rise of the average

particle number by a step function already gives a qualitatively correct picture of the semi-classical

particle creation process mode by mode in real time, with the correct asymptotic density of particles.

It is the window function (5.18) which justifies the replacement of the integral over kz in (4.26) by

eE times the total elapsed time T = t − t0, which can then be divided out to obtain the decay rate.

The window function (5.18) of the real time particle creation process also agrees with the analysis of

adiabatically switching on and off of the background electric field, so that it acts only for a finite time

[24, 26, 29, 42]. It is this definition of particles created by the electric field in the adiabatic basis that

forms the starting point in quantum theory for a kinetic description [30].

The adiabatic basis also furnishes a simple physically well-motivated method for defining renor-

malized expectation values of current and energy-momentum bilinears in the quantum field. In the

approximation in which the electric field background is treated classically while the charged scalar

matter field is quantized, the renormalized jz current expectation value is

〈t0|jz(t)|t0〉R = 2e

∫
d3k

(2π)3
(kz + eEt)

[
(1 + 2Nk)|fk(t)|2 − 1

2ωk(t)

]
(5.19)

where the leading divergence has been subtracted by the adiabatic vacuum term in which |fk|2 has

been replaced by |f̃k|2 with (5.12) and Nk replaced by zero. It can be shown that this one subtraction

removes all the UV divergences in the momentum integral for a constant E field [28]. A logarithmic

divergence proportional to Ë can be removed by using the second adiabatic order approximation for

Wk in the expansion (5.4). As this term can easily be reabsorbed into coupling renormalization in

backreaction calculations and vanishes in any case for a constant E field, the lowest order subtraction

in (5.19) is sufficient for our present purposes.

Substituting (5.2) we obtain from (5.19)

〈t0|jz(t)|t0〉R = 2e

∫
d3k

(2π)3

(kz + eEt)

ωk

[
Nk + Re (αkβ

∗
ke
−2iΘk)

]
(5.20)
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where

Θk ≡
∫ t

t0

ωk dt = Θλ(u(t))−Θλ(u(t0)) (5.21)

is the adiabatic phase in (5.1), related to the function Θλ(u) defined in (4.8). Since (kz+eEt)/ωk = p/ωk

is the z component of the velocity of a classical particle in the electric field, the first term in the integral

of (5.20) has a self-evident classical interpretation as the contribution to the electric current of the

positive plus negatively charged particles with phase space number density Nk. The second term is a

quantum interference term which has no classical analog. This term is both rapidly oscillating in time

and rapidly oscillating in |k| for fixed time, so one would expect it to average out in the integral and give

a relatively small contribution to the total current compared to the first term. For the semi-classical

particle interpretation based on the adiabatic modes (5.1) to be most useful, this should be the case. If

it is, one can also substitute the step approximation (5.17) for the particle density (assuming Nk = 0,

i.e. no particles in the initial state) and arrive at the simple result

〈t0|jz(t)|t0〉R ≈ 2e

∫
d3k

(2π)3

(kz + eEt)

ωk(t)
θ(kz + eEt) θ(−kz − eEt0) exp

[
−π(k2

⊥ +m2)

eE

]
=
e

π

[√
e2E2(t− t0)2 +m2 −m

] ∫ ∞
0

dk2
⊥

4π
exp

[
−π(k2

⊥ +m2)

eE

]
→ e3E2

4π3
(t− t0) e−

πm2

eE (5.22)

for the linear growth with time of the mean electric current of the created particles. This exhibits the

secular effect coming from the window function (5.18) opening linearly with time so that more and more

modes go through their particle creation event as time goes on, each becoming accelerated very rapidly

to the speed of light, and making a constant contribution to the current.

One can also evaluate the exact expectation value (5.19) for a constant uniform electric field back-

ground starting with the initial adiabatic data (5.16) and compare it to the simple step function approx-

imation (5.22). This comparison is shown in Fig. 4 [30]. The transient oscillations are the effect of the

second quantum interference term in (5.20) while the dominant secular effect of linear growth at late

times is correctly captured by the simple approximation (5.22) based on the particle creation picture,

labelled as ‘old source’ in Fig. 4. The curve labeled ‘new source’ is the uniform approximation of [30]

that gives a slightly better approximation than the crude step function approximation of (5.17). Either

gives correctly the coefficient of the linear secular growth with time, which implies that backreaction

must eventually be taken into account, no matter how small eE/m2 is, provided only that it is non-zero.

This secular growth is a non-perturbative infrared ‘memory effect’ in the sense of depending upon the
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FIG. 4. The linear growth of the electric current J = 〈jz〉 with time in the case of fixed constant background

electric field in 1 + 1 dimensions in units of e2E for eE/m2 = 1. The three curves shown are the current of the

exact renormalized current expectation value (5.19), a uniform approximation described in Ref. [30] (new source)

and with the simple window step function of particle creation (5.17), (5.22), labelled old source here.

time elapsed since the initial vacuum state is prepared at t = t0. Note that this time dependence due

to particle creation is a spontaneous breaking of the time translational and time reversal symmetry

of the background constant E field [10]. The exponentially small tunneling factor associated with the

spontaneous Schwinger particle creation rate from the vacuum shows that the effect is non-perturbative,

but that however small, it can be overcome by a large initial state density of particles Nk >> 1 for

which the induced particle creation and current is much larger. Even in the initial adiabatic vacuum

case for Nk = 0, particle creation eventually overcomes the small tunneling factor at late times.

VI. ADIABATIC STATES AND INITIAL DATA IN DE SITTER SPACE

As in the electric field case, we introduce instantaneous adiabatic vacuum states in de Sitter space,

defined by the adiabatic mode functions

f̃k =
1√

2Wk
exp

(
−i
∫ τ

dτ Wk

)
(6.1)

analogous to (5.1). Due to spatial homogeneity and isotropy in the cosmological case, these modes

depend only upon the magnitude k = |k| which is the principal quantum number of the spherical
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harmonic on S3. The time dependent coefficients αk(u) and βk(u) of the Bogoliubov transformation are

defined by

fk = αkf̃k + βkf̃
∗
k (6.2a)

H
d

du
fk =

(
−iWk +

Vk
2

)
αkf̃k +

(
iWk +

Vk
2

)
βkf̃

∗
k (6.2b)

where fk is an exact mode function solution of (3.2). They are given again by (5.10), viz.

|βk(t)|2 =
1

2Wk

∣∣∣∣ḟk +

(
iWk −

Vk

2

)
fk

∣∣∣∣2 (6.3)

and (5.3) is satisfied, provided only that both Wk and Vk are arbitrary real functions of time.

The analog of (5.2) is now ãklml(u)

ã†kl−ml(u)

 =

 αk(u) β∗k(u)

βk(u) α∗k(u)

  aklml

a†kl−ml

 (6.4)

when referred to any time independent basis (aklml , a
†
kl−ml) for the Hermitian scalar field Φ (not nec-

essarily the CTBD basis). The time dependent mean adiabatic particle number in the mode (klml) is

independent of (lml) for O(4) invariant adiabatic states and may be defined by the analog of (5.8) in

de Sitter space to be

Nk(u) = 〈ã†klml(u)ãklml(u)〉 = Nk + (1 + 2Nk)|βk(u)|2 (6.5)

where

Nk ≡ 〈a†klmlaklml〉 (6.6)

is the number of particles at the initial time u = u0, provided |βk(u0)|2 = 0 is initialized to zero at the

initial time u = u0. Note that with this initialization, the exact mode function solution of (3.2) satisfies

the initial conditions

fkγ(u0) =
1√

2Wk

∣∣∣∣
u=u0

, ḟkγ(u0) =
1√

2Wk

(
−iWk +

Vk
2

) ∣∣∣∣
u=u0

(6.7)

and hence is a certain linear combination (time independent Bogoliubov transformation) of the CTBD

mode function Fkγ and its complex conjugate F ∗kγ . Correspondingly, the time independent basis oper-

ators aklml , a
†
klml

in Fock space are certain linear combinations of the aυklml , a
υ †
klml

operators that define

the de Sitter invariant state (2.14), which can be expressed in terms of each other by time independent

Bogoliubov coefficients dependent upon the initial data (6.7).
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As in the electric field example, the behavior of the solutions of the mode equation (3.2) can be

analyzed by general WKB methods in the complex u plane. The zeroes of the frequency function,

Ωk = 0 in (3.4) occur at the complex values cosh ū = ±i γ−1
√
k2 − 1/4, or

ū = uR + iuI = ±ukγ + iπ
(
n+ 1

2

)
with n ∈ Z and (6.8a)

sinhukγ =

√
k2 − 1

4

γ
, ukγ = ln


√
k2 − 1

4 +
√
γ2 + k2 − 1

4

γ

 . (6.8b)

Thus there is an infinite line of zeroes of Ωk in the complex u plane along the two vertical axes at

u = ±ukγ for γ2 > 0, c.f. Fig. 5. The largest effect on the Bogoliubov coefficient βk(u) will occur when

the real time contour passes closest to these lines of complex turning points at u = ±ukγ . Hence there

are two ‘creation events’ in global de Sitter space, one in the contracting and one in the expanding

phase symmetric around u = 0.

−ukγ ukγ

π
2

3π
2

5π
2

7π
2

−π
2

− 3π
2

− 5π
2

− 7π
2

u

1

FIG. 5. Location of the zeroes (6.8) of the frequency function Ωk (3.3) in the complex u plane for γ2 > 0. Particle

creation occurs as the real time u contour passes through the lines of these zeroes at u = ∓ukγ .

We may consider the two limits

ukγ →

√
k2 − 1

4

γ
→ 0 for γ � k ; or (6.9a)

ukγ → ln

2
√
k2 − 1

4

γ

→ ln

(
2k

γ

)
→∞ for k � γ . (6.9b)
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The first limit (6.9a) is the non-relativistic limit of very heavy particles whose rest mass is much larger

than their physical momentum k/a at all times. These non-relativistic particles are created nearly at

rest close to the symmetric point u = 0 between the contracting and expanding de Sitter phases, so

that the two events merge into one. The second limit (6.9b) is the relativistic limit of particles whose

physical momentum is much larger than their rest mass for most of their history. These particles are

created in two bursts, at u = ∓ukγ , when their physical momentum kH sechukγ is of the same order

as their rest mass, so that they are moderately relativistic at creation. In the contracting phase of

de Sitter space u < 0 these particles, created around u = −ukγ , are blueshifted exponentially rapidly

in u, and thus become ultrarelativistic. This contracting phase with the created particles becoming

ultrarelativistic is therefore most analogous to the previous electric field example, and is the phase

where we can expect the largest backreaction effects. Conversely, in the expanding phase, u > 0, the

particles created around u = +ukγ will be subsequently exponentially redshifted in u, and therefore have

a much smaller backreaction effect. We emphasize that the time ±ukγ is of the order of the horizon

crossing of the mode at u ∼ ± ln(2k) only for γ ∼ 1. For large γ � k the particle creation events occur

when the wavelength of the mode is much smaller than the horizon, while for γ → 0 the particle creation

events occur when the wavelength of the mode is much greater than the horizon. Due to the different

disposition of zeroes of the adiabatic frequency in the electric field and de Sitter cases, c.f. Figs. 2 and

5, there is no analog of this second burst of particle creation in the electric field case.

For moderate values of γ, most of the k modes fall into the second case (6.9b), and experience two

well-separated creation events at large ukγ � 1 in both the contracting and expanding phases of de

Sitter space. In contrast to the electric field case considered previously we may therefore distinguish

three distinct regions:

I : u < −ukγ , in (6.10a)

II : −ukγ < u < ukγ , CTBD (6.10b)

III : ukγ < u , out (6.10c)

where we have indicated the character of the adiabatic vacuum in each region. If one takes the infinite

time limits u→ ∓∞ with k and γ and hence ukγ fixed, one is automatically in the first in region or the

third out region respectively. This corresponds to the in/out scattering problem considered in Sec. III.

If on the other hand one takes the k →∞ limit for fixed u, γ then Eq. (6.9b) shows that one is always in

region II, where the CTBD state is the adiabatic vacuum. This shows explicitly the non-commutivity

of the infinite u and infinite k limits, with the transition between the two limits occurring at u = ±ukγ .
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Next we consider the mode function(s) and adiabatic vacuum state specified by the initial values

(6.7) at an arbitrary finite time u0 < 0. The modes for a given value of k fall into two possible classes:

(i) −ukγ < u0 < 0 (6.11a)

(ii) u0 < −ukγ < 0 . (6.11b)

For modes in the first class (i) the initial time u0 is already later than the first creation event. For these

modes in region II, the adiabatic initial condition is close to the CTBD state in the high k limit, βk ≈ 0

and nothing further happens in the contracting phase, as they remain in region II for all u0 < u ≤ 0.

In contrast, the k modes in class (ii) are approximately in the in vacuum state initially. These modes

have yet to go through their particle creation event which occurs at the later time u = −ukγ > u0 in the

contracting phase. At that time, the adiabatic particle vacuum switches rapidly to approximately the

CTBD state as u increases past −ukγ . Thus this mode sees its time dependent Bogoliubov coefficient

change rapidly in a few expansion times (∆u ∼ 1 since the imaginary part of the nearest complex zero

of Ωk is π/2 and independent of k, γ) from approximately zero to a non-zero plateau determined by the

Bogoliubov coefficient (3.20b). Approximating the jump in particle number at these creation events by

a step function as before, we have

∆|βk|2 = |Bin
kγ |2 =

e−πγ

2 sinh(πγ)
=

1

e2πγ − 1
(6.12a)

Nk(u) ≈ θ(u+ ukγ) θ(−ukγ − u0) ∆N1,kγ for u < 0 , u0 < 0 (6.12b)

∆N1,kγ = (1 + 2Nk) ∆|βk|2 =
1 + 2Nk

e2πγ − 1
(6.12c)

in the contracting phase. The first θ function in (6.12) specifies the time of the creation event when the

step occurs, while the second θ function restricts the modes to class (ii) for which the step occurs at a

later time u = −ukγ > u0 in the contracting phase. These two θ functions give the ‘window function’

which is similar to that found in the electric field case (5.18), namely

Kγ(u) ≡
√
γ2 sinh2 u+ 1

4 < k <
√
γ2 sinh2 u0 + 1

4 = Kγ(u0) (6.13)

in the contracting phase of de Sitter space for which u0 < u ≤ 0. Like (5.18) this window function has

an upper limit fixed by the initial time and a lower limit which decreases as time evolves (for u < 0).

If we continue the evolution past the symmetric point u = 0 into the expanding de Sitter phase, all

of the modes of class (ii) have experienced the first particle creation event, and then begin (with the

smallest value of k first) to experience a second creation event at u = +ukγ . Thus the modes of class

(ii) which started in region I undergo two creation events with a total Bogoliubov transformation of
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(3.21), while the modes of class (i) which started in region II undergo only the second creation event in

the expanding phase for which the single Bogoliubov transformation Bout
kγ applies. Again approximating

these creation events by step functions we obtain

Nk(u) ≈ [θ(ukγ − u) θ(−ukγ − u0) + θ(u− ukγ)θ(u0 + ukγ)] ∆N1,kγ

+ θ(u− ukγ) θ(−ukγ − u0) ∆N2,kγ for u > 0 , u0 < 0 (6.14a)

∆N2,kγ = (1 + 2Nk) |Btot
kγ |2 = (1 + 2Nk) csch2(πγ) (6.14b)

in the expanding phase of de Sitter space. The window function for this second creation event in the

expanding phase is now

k <

√
γ2 sinh2 u+

1

4
= Kγ(u) (6.15)

for the modes undergoing the second creation event at u = +ukγ . Those with k < Kγ(u0) undergo both

the first and second creation events with ∆N = ∆N2,kγ , while those with k > Kγ(u0) experience only

the second creation event with ∆N = ∆N1,kγ .

This analysis may be repeated if the initial time u0 > 0 is in the expanding phase. In this case all

modes initially in region II, with u0 < ukγ undergo a single creation event at u = +ukγ . Hence we have

Nk(τ) ≈ θ(u− ukγ) θ(ukγ − u0) ∆N1,kγ for u, u0 > 0 (6.16)

replacing (6.14). The window function in k is now the reverse of (6.13), namely

Kγ(u0) < k < Kγ(u) (6.17)

which like (6.15) shows an upper limit that increases with time.

The various cases (6.12), (6.14) and (6.16) may be collected into one result

Nk(τ) ≈
[
θ(ukγ − |u|) θ(−ukγ − u0) + θ(u− ukγ) θ(ukγ − |u0|)

] (1 + 2Nk

e2πγ − 1

)
+ θ(u− ukγ) θ(−ukγ − u0) (1 + 2Nk) csch2(πγ) (6.18)

valid for all values of u and initial times u0. From this or (6.14) it is clear that for fixed k, with

u0 → −∞, u → +∞, the mode experiences both particle creation events and we recover (3.22), while

for a finite interval of time only those modes for which u0 < −ukγ and ukγ < u experience both creation

events. Thus taking the symmetric limit with u = −u0 > 0, the values of k satisfying both these

conditions are cut off at the maximum value Kγ(u), i.e.

k ≤ Kγ(u)→ γ

2
e|u| or lnKγ(u)→ |u|+ ln

(γ
2

)
(6.19)
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as |u| → ∞, which is exactly the cutoff (3.28) that we argued on physical grounds earlier in Sec. III

(and in Ref. [9]) should be used in the k sum of (3.24) to calculate the finite decay rate per unit volume

(3.32) of de Sitter space to massive particle creation in the limit V4 → ∞. The constant in (3.28) has

been determined to be ln(γ/2) by our detailed analysis of the particle creation process in real time. The

non-Hadamard short distance behavior of the in and out states found in [9] has also been removed by

regulating the large k behavior with a finite initial and final time, since the modes for which k > Kγ(u)

remain in the CTBD state in region II for all −|u0| < u < |u0| and the CTBD state is known to have

the correct short distance behavior [16].

FIG. 6. Pllotted is |βk(u)|2 for m = H defined by (6.3) with the initial adiabatic matching time u0 = −15 and

the second order matching defined by (6.20). The innermost blue curve is for k = 1, the green for k = 10, the

yellow for k = 100 and the outermost red for k = 1000, the latter 3 values showing two clearly separated particle

creation events. The values of ukγ given by (6.8) are 0.35, 2.31, 5.44, and 10.0 respectively for these values of k

and γ. The asymptotic value of |βk|2 of all the curves for large u is 0.01748 in agreement with (6.14b) for Nk = 0.

The intermediate plateau is at 0.00435 in agreement with (6.12c).

The actual smooth behaviors of |βk(u)|2 defined by (6.3) for various k and u0 = −15 and u0 = −5

are shown in Figs. 6 and 7 respectively. The increases in |βk(u)|2 occur on a time scale ∆u ∼ 1 for all

the modes. The values chosen for the adiabatic frequency functions (Wk, Vk) are

W
(2)
k = Ωk +

3

8

ω̇2
k

ω3
k

− 1

4

ω̈k
ω2
k

= Ωk +
h2

8ωk

(
1− 6m2

ω2
k

+
5m4

ω4
k

)
+

ḣ

4ωk

(
1− m2

ω2
k

)
, (6.20a)



36

V
(1)
k = − ω̇k

ωk
= h

(
1− m2

ω2
k

)
(6.20b)

correct up to second order in the adiabatic expansion. A comparison of |βk(u)|2 for this choice and the

simpler choice

W
(0)
k = Ωk = H

[(
k2 − 1

4

)
sech2u+ γ2

] 1
2 (6.21a)

V
(1)
k = − ω̇k

ωk
= h

(
1− m2

ω2
k

)
(6.21b)

for the k = 10 mode and u0 = −15 is shown in Fig. 8.

FIG. 7. Plotted is |βk(u)|2 for the same values of γ and k as in Fig. 7, but with the initial adiabatic matching

time u0 = −5. Note that for the two highest values of k at 100 and 1000 (the lower yellow and red curves), a

marked first particle creation event does not occur since u0 > −ukγ for these modes. The asymptotic value of

the lower red curve at large u is 0.00435 in agreement with the first term of (6.18). The yellow curve for k = 100

has a small contribution from the first creation event since u0 and −ukγ are comparable.

As in the electric field case (c.f. Fig. 1) the detailed time structure of the creation event is different

with different choices of (Wk, Vk), but the qualitative features and asymptotic values (and intermediate

plateau value) are independent of the choice. The second order WKB choice (6.20) suppresses the oscil-

lations observed with the choice (6.21) and comes closer to the approximate step function description.

As predicted by the previous WKB analysis and (6.18), the modes with k = 1 and k = 10 in Fig. 7 go

through both creation events with a rapid increase in |βk(u)|2 occurring for each at the appropriate value
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FIG. 8. Plotted is |βk(u)|2 for k = 10 when the matching time is u0 = −15. The blue curve corresponds to the

zeroth order adiabatic vacuum state specified by Wk = Ωk with Vk given by (6.21). The green curve corresponds

to the second order adiabatic vacuum state specified by (6.20).

of ∓ukγ . The modes with k = 100 and k = 1000 for which ukγ > |u0| only go through a marked second

creation event, although the yellow curve for k = 100 has a small contribution from the first creation

event, since u0 = −5 and −ukγ = −5.44 are comparable for this mode. The value of |βk(u)|2 after the

first creation event is well approximated by (6.12a) or (6.12c) with Nk = 0 for an initial vacuum, while

for those modes undergoing two creation events the second plateau of |βk(u)|2 for u > ukγ is given by

(6.14b). In Fig. 9 we also compare |βk(u)|2 for fixed k = 1000 and u0 = −15, for three different values

of the mass, showing the dependence of the time of the creation events on γ given by (6.8b).

For comparison we also plot the adiabatic particle number as a function of u for the CTBD state

in Fig. 10. This figure shows that the CTBD state contains particles in its initial condition and the

first event at u = −ukγ is actually a particle destruction event. The phase coherent initial particles

in modes with principal quantum number k find each other and annihilate at the time u = −ukγ ,

canceling each other precisely in region II. At the later time u = ukγ these particles are created again

in a completely time symmetric manner. This is clearly a delicately balanced coherent process that is

artificially arranged by initial conditions in the CTBD state. In an accompanying paper we show that

a small perturbation of the CTBD state upsets this balance and leads again to instability [31].
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FIG. 9. Plotted is |βk(u)|2 for fixed k = 1000 and adiabatic matching time u0 = −15, for three values of the

mass: m = H (upper, green), m = 3H (middle, yellow), m = 5H (lower, blue). Note the logarithmic scale. The

asymptotic values of |βk|2 for large u are 1.748× 10−2, 3.391× 10−8 and 1.062× 10−13 respectively, in agreement

with (6.14b) for Nk = 0. The intermediate plateaux at u = 0 are at 4.35 × 10−3, 8.48 × 10−9, and 2.66 × 10−14

respectively, in agreement with (6.12c). The particle creation events occur at ∓ukγ with ukγ = 7.74, 6.52 and

6.00 respectively for the three values of m.

FIG. 10. Plotted is |βk(u)|2 for the CTBD state for various values of k: k = 1 (blue), k = 10 (green). k = 100

(orange), k = 1000 (red). Note that the first event at u = −ukγ is a particle annihilation event in which the

particle number decreases from 0.004352 to zero in each k mode, rising again to the same value at u = +ukγ in

a completely time symmetric manner.
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VII. PARTICLE CREATION IN SPATIALLY FLAT FLRW POINCARÉ COORDINATES

The analysis of particle creation in the spatially closed S3 coordinates of de Sitter space of the

previous section can just as well be carried out in the spatially flat Poincaré coordinates of (A11),

more commonly used in cosmology. The wave equation (2.1) again separates in the usual Fourier basis

Φ ∼ φk(τ)eik·x. Removing the scale factor by defining the mode function fk = a
3
2φk as in (3.1) but

with a = exp(Hτ) in this case gives the mode equation[
d2

dτ2
+ k2e−2Hτ +m2 − H2

4

]
fk(τ) = 0 (7.1)

with k ≡ |k|. This equation again has the form of an harmonic oscillator equation with a time dependent

frequency which is given by

ω2
k(τ) = k2e−2Hτ +m2 − H2

4
. (7.2)

Thus with this change all of the methods employed in the spatially closed sections or the electric field

background may be utilized again. In particular, for γ2 > 0 we have over the barrier scattering in a non-

trivial one dimensional potential, and we should expect the stationary waves incident from the left as

τ → −∞ to be partially reflected and partially transmitted to the right as τ →∞. This scattering will

result again in a non-trivial Bogoliubov transformation between the positive frequency particle solutions

at early times in the in vacuum and those at late times in the out vacuum, i.e. particle creation, just

as in the electric field case.

By making the change of variables

z ≡ k

H
e−Hτ (7.3)

Eq. (7.1) may be transformed into Bessel’s equation with imaginary index ν = ±iγ. Thus the exact

solutions are Bessel or Hankel functions with this index. The particular solution

ῡγ(z) ≡ 1

2

√
π

H
e−

πγ
2 e

iπ
4 H

(1)
iγ (z) =

√
π

H

e
πγ
2 e

iπ
4

e2πγ − 1

[
eπγJiγ(z)− J−iγ(z)

]
(7.4)

is the CTBD solution in flat coordinates, with the asymptotic behavior

ῡγ(z)→ 1√
2Hz

eiz as z →∞ . (7.5)

Since ωk = H
√
z2 + γ2 → Hz and

Θγ(z) ≡
∫ τ(z)

dτ ωk(τ) = −
∫ z dz

z

√
z2 + γ2

= −
√
z2 + γ2 − γ

2
ln

[√
z2 + γ2 − γ√
z2 + γ2 + γ

]
→ −z as z →∞ (7.6)
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the solution (7.4) is also the correctly normalized adiabatic in vacuum solution

fk(+)(τ) = ῡγ(z)→ 1√
2ωk

e−iΘγ as τ → −∞ (7.7)

in the Poincaré coordinates.

This much is standard and may be found in standard references [8]. However, in the opposite limit

of late times τ →∞

ωk → Hγ and Θγ(z)→ −γ ln z as z → 0 (7.8)

and therefore

f
(+)
k (τ) =

(
2H

k

)iγ Γ(1 + iγ)√
2Hγ

Jiγ(z)→
(
H

k

)iγ ziγ√
2Hγ

=
1√

2Hγ
e−iγHτ as τ →∞ (7.9)

is the properly normalized positive frequency out solution, which agrees with the adiabatic form

e−iΘγ/
√

2ωk at late times. Comparison with the last form of (7.4) shows that indeed there is a non-

trivial mixing of positive and negative frequencies at late times in the CTBD state. The Bogoliubov

coefficients are

Aγ =

√
2πγ e

iπ
4

2iγ Γ(1 + iγ)

e
3πγ
2

e2πγ − 1
(7.10a)

Bγ = −
√

2πγ e
iπ
4

2iγ Γ(1 + iγ)

e
πγ
2

e2πγ − 1
(7.10b)

with |Aγ |2 − |Bγ |2 = 1. Note that

|Bγ |2 =
1

e2πγ − 1
= |Bout

kγ |2 . (7.11)

Thus Bk has exactly the same magnitude as the corresponding Bogoliubov coefficient Eq. (3.20b)

obtained previously in the closed S3 spatial sections. This equality is to be expected since in the

asymptotic future the closed spatial sections have negligible spatial curvature and there is no local

difference with the flat sections. This mode mixing and particle creation effect in the flat Poincaré

coordinates, which follows from the second form of (7.4), seems to have been overlooked in [8], which

states that “there is no particle production.”

The particle creation process may be analyzed in real time in the flat Poincaré coordinates by using

the methods of Sec. V. Indeed the zeroes of (7.2) in the complex z plane occur at

zγ = ±iγ (7.12)

which represents an infinite series of zeroes at Hτ = ln(k/Hγ) + iπ(n + 1
2) similar to those in the

complex u plane in Eq. (6.8) and Fig. 5. Since the Poincaré coordinates cover only one half of the de
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Sitter manifold, where it is only expanding (or in the other half where it is only contracting), there is

only one line of complex zeroes in Poincaré coordinates and only one creation event occurring at

τkγ =
1

H
ln

(
k

Hγ

)
(7.13)

for the mode with Fourier component k = |k|. If one starts the evolution at some finite initial time τ0

then only those modes with k in the range determined by

τ0 < τkγ < τ (7.14)

will experience their creation event at a later time τ . The number density of particles in modes with

k = |k| at time τ is therefore

Nk(τ) ≈ θ(τkγ − τ0) θ(τ − τkγ) (1 + 2Nk) |Bγ |2 (7.15)

in the approximation that the particles are created instantaneously when τ passes through τkγ .

In the expanding phase of de Sitter space, whether described by closed S3 or flat R3 spatial sections,

these particles will be redshifted in energy and make a decreasing contribution to the energy density

and pressure at later times. In the next section we compute the energy density of the created particles

which grow exponentially in the contracting part of de Sitter space due to their blueshifting toward

the extreme ultrarelativistic limit. This does not occur in the Poincaré sections with only monotonic

expansion, for spatially homogeneous states. In [33] we showed that the energy density and pressure

relax to the values of the de Sitter invariant CTBD state for all such UV allowed spatially homogeneous

states and for all M2 > 0 in the expanding phase. Nevertheless the same particle creation and vacuum

instability effect (or more precisely one half of it) is present in the Poincaré coordinates as in the closed

section coordinates of the full hyperboloid. Spatially inhomogeneous states have a different behavior

and are studied in [31].

VIII. STRESS-ENERGY TENSOR OF CREATED PARTICLES

In this section we consider the stress-energy tensor of the created particles, and their ability to affect

the background de Sitter spacetime by backreaction. The energy-momentum tensor of the scalar field

with arbitrary curvature coupling ξ is

Tab = (∇aΦ)(∇bΦ)− gab
2

(∇cΦ)(∇cΦ)− m2

2
gabΦ

2 + ξ
[
gab −∇a∇b +Gab

]
Φ2 (8.1)
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where Gab is the Einstein tensor. Assuming a metric of the form (2.2) and spatial homogeneity and

isotropy of the state on the S3 sections, the only non-vanishing components of the expectation value of

Tab are the energy density ε = 〈Tττ 〉 and the isotropic pressure p = 1
3〈T ii〉. The scalar field operator Φ

can be expressed in terms of the exact mode function solutions of (3.2) such that

Φ(u, N̂) = a−
3
2

∞∑
k=1

k−1∑
l=0

l∑
ml=−l

{
aklml fk(u)Yklml(N̂) + a†klmlf

∗
k (u)Y ∗klml (N̂)

}
. (8.2)

Assuming the mode functions satisfy the arbitrary initial conditions (6.7), and specializing to conformal

coupling ξ = 1
6 , we find

ε
∣∣
ξ= 1

6
=

1

4π2a3

∞∑
k=1

(1 + 2Nk)

[
|ḟk|2 − hRe(f∗k ḟk) +

(
k2

a2
+m2 +

h2

4

)
|fk|2

]
(8.3a)

p
∣∣
ξ= 1

6
=

1

12π2a3

∞∑
k=1

(1 + 2Nk)

[
|ḟk|2 − hRe(f∗k ḟk) +

(
k2

a2
−m2 +

h2

4

)
|fk|2

]
. (8.3b)

The exact mode functions fk and their time derivatives can be expressed in terms of the adiabatic

functions f̃k and the time dependent Bogoliubov coefficients (αk, βk) by (5.10) and (6.2). Thus (8.3)

may be expressed in the general adiabatic basis as

ε
∣∣
ξ= 1

6
=

1

2π2a3

∞∑
k=1

k2
[
εNk
(
Nk + 1

2

)
+ εRk Rk + εIkIk

]
(8.4a)

p
∣∣
ξ= 1

6
=

1

2π2a3

∞∑
k=1

k2
[
pNk
(
Nk + 1

2

)
+ pRk Rk + pIkIk

]
(8.4b)

where the three terms labelled by N , R, and I are

εNk

∣∣∣
ξ= 1

6

=
1

2Wk

[
ω2
k +W 2

k +
(Vk − h)2

4

]
(8.5a)

εRk

∣∣∣
ξ= 1

6

=
1

2Wk

[
ω2
k −W 2

k +
(Vk − h)2

4

]
(8.5b)

εIk

∣∣∣
ξ= 1

6

=
Vk − h

2
(8.5c)

in the energy density, and

pNk

∣∣∣
ξ= 1

6

=
1

6Wk

[
ω2
k − 2m2 +W 2

k +
(Vk − h)2

4

]
(8.6a)

pRk

∣∣∣
ξ= 1

6

=
1

6Wk

[
ω2
k − 2m2 −W 2

k +
(Vk − h)2

4

]
(8.6b)

pIk

∣∣∣
ξ= 1

6

=
Vk − h

6
, (8.6c)
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in the pressure, with Nk given by (6.5), and Rk, Ik given by

Rk = (1 + 2Nk) Re(αkβ
∗
ke
−2iΘk) (8.7a)

Ik = (1 + 2Nk) Im(αkβ
∗
ke
−2iΘk) (8.7b)

in terms of the adiabatic phase

Θk ≡
∫ τ

τ0

dτ Wk . (8.8)

The Nk terms have a quasi-classical interpretation as the energy density and pressure of particles with

single particle energies εNk . The 1
2 in these terms has the natural interpretation of the quantum zero

point energy in the adiabatic vacuum specified by (Wk, Vk). The Rk and Ik terms are oscillatory

quantum interference terms that have no classical analog, analogous to the last term of (5.20).

The mode sums over k in (8.4) are generally quartically divergent in four dimensions. It is in handling

and removing these divergent contributions in the mode sums that the adiabatic method is most useful

[4, 6–8, 32, 46, 47]. Although a fourth order adiabatic subtraction is needed in general, when ξ = 1
6 it

is sufficient to subtract only the second order adiabatic expressions

ε(2) =
1

4π2a3

∞∑
k=1

k2ε
(2)
k (8.9a)

p(2) =
1

4π2a3

∞∑
k=1

k2p
(2)
k (8.9b)

with

ε
(2)
k

∣∣∣
ξ= 1

6

= ωk +
h2m4

8ω5
k

(8.10a)

p
(2)
k

∣∣∣
ξ= 1

6

=
1

3

[
ωk −

m2

ωk
− m4

8ω5
k

(2ḣ+ 5h2) +
5m6h2

8ω7
k

]
(8.10b)

to arrive at a finite, renormalized and conserved stress tensor. The reason for this is that it may be

shown that the only possible remaining divergence is logarithmic and proportional to (ξ − 1
6)2, and

correspondingly there are no ω−3
k terms in either of the expressions (8.10) for conformal coupling ξ = 1

6 .

Moreover the logarithmic divergence is proportional to the tensor (1)Hab [8, 32] which vanishes in de

Sitter space (similar to the vanishing of the counterterm proportionl to Ë when E is a constant).

The difference of the 1
2 vacuum-like N terms in (8.4) and the subtraction terms are

εvac =
1

4π2a3

∞∑
k=1

k2
(
εNk − ε

(2)
k

)
(8.11a)

pvac =
1

4π2a3

∞∑
k=1

k2
(
pNk − p

(2)
k

)
(8.11b)
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with the summands

εNk − ε
(2)
k =

1

2Wk

[
(Wk − ωk)2 +

(Vk − h)2

4

]
− h2m4

8ω5
k

(8.12a)

pNk − p
(2)
k =

1

3
(εNk − ε

(2)
k ) +

m2

3Wkωk
(Wk − ωk) +

m4

12ω5
k

(ḣ+ 3h2)− 5m6h2

24ω7
k

. (8.12b)

Thus in order for the sums in the renormalized energy-momentum tensor expectation value, subtracted

as in (8.11) to converge, it is sufficient for the summands (8.12) to fall off as k−5 or faster at large k.

This is the important physical condition on the definition of the adiabatic mode functions (Wk, Vk),

which restricts the choice of the adiabatic vacuum state. The last term of (8.12a) and the last two

terms of (8.12b) already satisfy this condition. Inspection of the other terms in (8.12) shows that in

order to satisfy this condition it is sufficient for

Wk − ωk = O
(
k−3

)
and Vk − h = O

(
k−2

)
as k →∞ (8.13)

and then the sums in (8.11) will converge quadratically. Either of the choices (6.20) or (6.21) of the

last section satisfy this condition. Let us emphasize that the choice of (Wk, Vk) only affects how the

individual N ,R and I terms contribute to the stress tensor expectation value in (8.4) while the sum of

all the contributions and the subtraction terms (8.9)-(8.10) are independent of that choice.

Thus with the vacuum contributions subtracted (8.4) becomes

εR =
1

2π2a3

∞∑
k=1

k2
[
εNk Nk + εRk Rk + εIkIk

]
+ εvac (8.14a)

pR =
1

2π2a3

∞∑
k=1

k2
[
pNk Nk + pRk Rk + pIkIk

]
+ pvac (8.14b)

It should make very little difference which of the choices for (Wk, Vk) one uses to define the instantaneous

adiabatic vacuum and time dependent Bogoliubov coefficients, since they all fall off at large k, and will

give qualitatively the same behavior of the particle creation effects while passing through the lines of

complex zeroes in Fig. 5. The change in the plateau values ∆N1,kγ or ∆N2,kγ obtained after one or two

creation events are the same for all definitions and the only difference is in the detailed time dependence

during the creation ‘event’ itself, and only for the lower k modes.

In our actual numerical calculations we have used the full fourth order adiabatic subtraction as

described in Ref. [47] in which the renormalization counterterms are separated into terms which are

divergent and terms which are finite. The latter can be integrated to form an analytic contribution to

the stress-energy tensor that is separately conserved. The full renormalized stress-energy tensor is then
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given by (8.14) with

εvac =
1

4π2a3

∞∑
k=1

k2

(
εNk −

k
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The analytic terms are given by
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a2
+

8 äȧ2
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with C Euler’s constant. This differs from the vacuum subtraction in (8.12) by finite terms, which one

can check remain small for all times in de Sitter space.

FIG. 11. The absolute values of various contributions in (8.14a) to the energy density for an adiabatic state when

m = H are shown for a matching time of u0 = −5. The blue curve is the total energy density, the red curve

is the contribution from the Nk term, the green curve is the contribution from εvac, and the orange curve is the

contribution from the sum of the Rk and the Ik terms. Note the logarithmic scale.
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One way to assess the usefulness of the particle description is to analyze its contribution to the

stress-energy tensor. This is done in Fig. 11 where the full energy density and that due to the various

terms in the energy density (8.14) are plotted. It is clear from the plot that near u = 0 the εNk Nk term

provides by far the dominant contribution to the stress-energy tensor. At very early times and very

late times this is not the case. At early times this is expected since the particle definition is designed

to give a vacuum state at the matching time. At late times it is also expected since the energy density

of the particles redshifts away.

FIG. 12. The product of the fourth power of the scale factor and the energy density for an adiabatic state when

m = H is shown. The matching time for the adiabatic state is u0 = −5.

From the window function (6.13) in the contracting phase of de Sitter space the energy density for

the initial adiabatic vacuum matched by (6.7) at u = u0 should behave like

εR '
1

2π2a3

Kγ(u0)∑
k=Kγ(u)

k2εNk ∆N1 kγ '
1

8π2

K4
γ(u0)

a4(u)

1

e8πγ − 1
' γ4

8π2

1

e2πγ − 1

sinh4 u0

a4(u)
(8.17)

and therefore grow exponentially with the fourth power of the scale factor as a(u) decreases, consistent

with our discussion above of the highest k modes contributing in the window K(u) < k < K(u0) in the

contracting phase, where their effects on the stress tensor are blueshifted, becoming highly relativistic.

This is what accounts for the enormous growth of the particle contribution to the energy density εNk

in Fig. 11 as it rapidly dominates the quantum εRk , ε
I
k and vacuum terms in (8.14). This is completely

analogous to the secular growth of the current in a constant uniform electric field starting from the
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adiabatic vacuum plotted in Fig. 4. To check the a−4 relativistic dependence predicted by (8.17) we

plot the energy density due to the particles multiplied by a4(u) in Fig. 12. As expected the resulting

quantity is approximately constant for a large range of u, deviating from this behavior only for initial

values of u of order u0 < 0 and again as the particles are redshifted away at u of order |u0|.

The estimate (8.17) also predicts that the maximum value of the energy density at the symmetric

point u = 0 varies with the fourth power of sinhu0. In Fig. 13 the energy density is plotted for two

different adiabatic matching times. It is also clear from the plots that the maximum energy density

at u = 0 is substantially larger for the earlier adiabatic matching time, consistent with (8.17). This

is expected since an earlier matching time allows more modes to go through the first particle creation

phase and increases the upper limit Kγ(u0) in (8.17).

FIG. 13. The energy density for an adiabatic state when m = H is shown for an adiabatic matching time of

u0 = −3 (green curve) and a matching time of u = −5 (blue curve).

These results show that the adiabatic particle definition is a very useful one, since its contribution to

the energy density dominates when the particles become ultrarelativistic, that the energy density of the

created particles grows exponentially in the contracting phase of de Sitter space, and most importantly

that the maximum of the energy density also grows exponentially with the initial time as u0 → −∞.

This shows conclusively that global or ‘eternal’ de Siter space is unstable to particle creation, as their

arbitrarily large energy densities will necessarily lead to a very large backreaction on the classical

spacetime when used as a source for the semi-classical Einstein equations, especially as u0 → −∞.
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That the effect grows in the contracting phase of de Sitter, when modes are being blueshifted to

the ultrarelativistic regime, and the large k UV part of the mode sum dominates, as opposed to the

expanding phase when the particles are redshifted and the low k modes dominate is not surprising. To

see this effect properly one needs to start with the adiabatic basis at a finite (early) initial time. We

observe here one major difference between the electric field and de Sitter cases in the basic kinematics.

The electric field is a vector field and uniformly accelerates all charged particles of a given charge in

one direction. Particles (virtual or real) with initially negative kinetic momenta along the direction of

the electric field are eventually brought momentarily to rest, and then turn around with continually

increasing positive kinetic momentum ever after. It is these modes in the quantum theory that undergo

particle creation at the turnaround time, and make the secular contribution to the current as their

kinetic momentum and energy grow without bound and the corresponding particles approach the speed

of light. Thus this late time contribution is clearly relativistic and UV dominated. There is only one

creation event for each wavenumber mode.

On the other hand in the de Sitter case the physical or kinetic momentum is p = k/a which is

isotropic, depending only on the magnitude of k and not its direction in the spatially homogeneous

states we are considering. There are two creation events for each k mode, one in the contracting phase

of de Sitter space, the second in the expanding phase. The first creation event is quite analogous to

the electric field case in that once created the particles are blueshifted (exponentially in this case),

rapidly becoming ultrarelativistic and making a contribution to the energy density and pressure that

grows like a−4, typical of ultrarelativistic particles in the contracting phase of de Sitter space. In the

expanding phase of de Sitter space the situation is reversed, the created particles are redshifted and

make a decreasing contribution to the stress tensor, at least for spatially homogeneous states, so that

even a steady rate of particle creation cannot produce an effect in the stress tensor secularly growing

in time. Instead the vacuum and other R and I interference terms in (8.14) remain of the same order

as the particle creation term at late times and together their sum approaches the de Sitter invariant

CTBD value [33]. There is no exact analog of this second behavior in the electric field case.

IX. ADIABATIC SWITCHING ON OF DE SITTER SPACE AND THE IN VACUUM

In the case of the spatially uniform electric field there is an exactly soluble problem in which the

electric field is adiabatically switched on and off according to the profile

Az(t) = −E T tanh (t/T ) , E(t) = E ẑ sech2 (t/T ) . (9.1)
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By taking the limit T → ∞ at the end of the calculation, the constant uniform field (4.2) is recovered

[25, 26, 29]. On the other hand if T is finite and t → ±∞ the electric field goes to zero exponentially

rapidly, and the particle and anti-particle solutions are the standard Minkowski ones (with p = kz ±
eET ), so there is no doubt that in and out states may be identified with the Minkowski vacuum and

the excitations above that state correspond to the usual definition of particles.

No such analytically soluble model for de Sitter space is known. However there is no difficulty in

studying the time profile of the scale factor

aT (u) =
1

H
cosh

[
HT tanh

( u

HT

)]
(9.2)

in the line element (2.2) and the associated solutions of the scalar field mode equation (3.2) by numerical

methods. With this profile at fixed T , in the infinite time limits u→ ∓∞, a(u) approaches the constant

H−1 cosh(HT ) so that the spacetime is static and the particle number is uniquely defined by the

asymptotic constant positive and negative frequency functions. On the other hand for HT → ∞ at

fixed u, aT (u) approaches the de Sitter scale factor H−1 coshu. Thus (9.2) interpolates between static

spacetimes in both the remote past and remote future with a symmetrical de Sitter contracting and

expanding phase in between.

FIG. 14. Comparison of |βk(u)|2 for the in vacuum in exact de Sitter space for matching time u0 = −15, and

that for the smooth adiabatic switching on of de Sitter space according to the time profile (9.2) for HT = 1000.

Plotted is |βk(u)|2 for k = 10, u0 = −15 (green, exact and blue, HT = 1000), and |βk(u)|2 for k = 1000, u0 = −15

HT = 1000 (red, exact and orange, HT = 1000 ).
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In Fig. 14 we show a comparison of the time dependent adiabatic particle number |βk(u)|2 for the

fixed de Sitter and adiabatic switched metric of the form (9.2), for two representative values of k. The

similarity of the curves for the two models with the same value of k shows that essentially the same

particle production process takes place in the fixed de Sitter space background or with the adiabatic

switching on of the background from a static initial metric according to (9.2), at least for a large range of

k when T is large enough. This supports the choice of the in state and positive frequency mode function

(3.16a) in de Sitter space, as that one selected by turning on the de Sitter background adiabatically.

Certainly the state produced in this way is very different from the maximally symmetric CTBD state

defined by analytic continuation from Euclidean S4, in its low momentum modes, as expected by our

analysis of adiabatic vacua and particle creation: compare Fig. 10. A detailed study of the state and

subsequent evolution produced by (9.2) and other adiabatic profile functions will be presented in a

subsequent publication [42].

X. SUMMARY AND DISCUSSION

In this paper we have presented a detailed study of the spontaneous particle production of a massive

free field theory in geodesically complete de Sitter space in real time. It is this spontaneous production of

particles from the vacuum that is the basis for the instability of global de Sitter space. The formulation

of particle creation as an harmonic oscillator with a time dependent frequency, or equivalently, as a

one-dimensional stationary state scattering problem, determines the in and out positive energy particle

states for massive fields in de Sitter space. This emphasizes the very close analogy with the spontaneous

creation of charged particle/anti-particle pairs in a uniform, constant electric field. In each case the

background gravitational or electric field configuration is symmetric under time reversal. Hence in each

case it is possible to find a time reversal symmetric state in which no net particle creation occurs, and

for which the imaginary part of the one-loop effective action and the decay rate vanishes identically.

Such a maximally symmetric state allows a ‘self-consistent’ solution of the semi-classical Maxwell or

Einstein equations, with vanishing electric current or de Sitter invariant stress-tensor. The artificiality

of such a time symmetric state is apparent in the stationary scattering formulation, since it corresponds

to choosing a very special coherent superposition of positive and negative frequency scattering solutions

globally, which exactly cancels each spontaneous particle creation event by a time reversed particle

annihilation event, c.f. Fig. Fig:CTBD. This corresponds to adjusting the state of the quantum field to

contain just as many pairs coming in from infinity and with the precisely right phase relations between
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them, so as to exactly cancel the electric currents or stress-energies of the pairs being spontaneously

produced by the electric or de Sitter backgrounds. This is clearly not a true vacuum state in either

case.

In situations such as these, the extension of the concepts of ‘particle’ and ‘vacuum’ from flat

Minkowski space with no background fields must be reconsidered carefully. The essential generalization

of the Feynman prescription of particles propagating forward in time and anti-particles propagating

backward in time is to define in and out ‘vacuum’ states corresponding to the choice of pure positive

frequency modes (5.1) at intermediate times which are asymptotic to the exact particle in and out

solutions (3.19) of the oscillator equation (3.2) in the remote past and remote future. Mathematically

this is the condition that the positive frequency particle modes are analytic functions of m2 in the upper

or lower complex plane which are regular as t → ∓∞ respectively, and which corresponds also to the

Schwinger-DeWitt method and choice of proper time contour. This should settle the question of whther

the effective action in de Sitter space is real or imaginary due to particle creation effects [49].

We have provided evidence that the in state is also the state obtained by turning the background

fields on and off again according to a finite time T parameter which may be taken to infinity at the end

of all calculations. By any of these equivalent methods one obtains the standard Schwinger decay rate

(4.26) for scalar charged particle creation in a constant, uniform electric field. By applying these same

two methods to the background gravitational field of de Sitter space, one obtains the vacuum persistence

amplitude and decay rate (3.32). Hence global de Sitter space is unstable to particle creation for the

same reason as a constant, uniform electric field is in electrodynamics. This provides a mechanism for

the relaxation of vacuum energy into matter or radiation and at least one possible route to the solution

of the vacuum energy problem relying only upon known physics [10, 11].

Although the definition of the adiabatic particle number (5.8) necessarily comes with some ambiguity

in a time dependent background, and depends upon two frequency functions (Wk, Vk) in (5.11) that are

not unique, their choice is highly constrained by the requirements of rendering the vacuum zero-point

contributions to physical currents, and the energy density and pressure (8.11) ultraviolet finite. The

detailed time profile of the particle number depends upon the particular choice of adiabatic particle

number through (Wk, Vk), but the qualitative features and the asymptotic values in either the constant

electric field or de Sitter cases do not, c.f. Figs. 1 and 8. The rapid change in the adiabatic particle

number around ‘creation events’ can be understood from the location of the zeroes of the adiabatic

frequency function in the complex time plane, c.f. (5.14) and Figs. 2-3 in the electric field case and

(6.8) and Figs. 5-9 for de Sitter space. Some adiabatic particle number definition of this kind is certainly
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necessary to make the transition from QFT to kinetic theory, since the Boltzmann equation assumes

that particle numbers and densities can be defined.

The usefulness of the particle concept is seen in the evaluation of expectation values of currents

and stress tensors, and particularly in their secular terms, which are most important for backreaction.

The ‘window function’ (5.18) of pair creation in the electric field background accounts very well for

the linear secular growth in time of the current of the produced pairs in Fig. 4 [30]. In the de Sitter

case the corresponding window function (6.13) accounts very well for the exponential growth of the

energy density and pressure of the created particles in the contracting phase, c.f. Eq. (8.17) and Fig.

11. The linear growth in time in the first case and exponential a−4 growth in time in the contracting

de Sitter case, Fig. 12 are just what should be expected as the created particles are accelerated and

rapidly become ultrarelativistic. Because of this secular growth backreaction effects on the background

electric field must be taken into account through the semi-classical Maxwell equations. Likewise for the

de Sitter geometry for early enough matching times u0, c.f. 8.17), backreaction effects similarly must

be taken into account through the semi-classical Einstein equations.

This detailed study of particle creation removes a possible objection to the use of the strictly asymp-

totic in and out states in [9] to calculate the decay rate of de Sitter space, namely that these states

are not Hadamard UV allowed states as defined e.g. in [48]. Instead they are members of the one pa-

rameter family of ‘α vacua’ invariant under the SO(4, 1) subgroup of the de Sitter group continuously

connected to the identity [9, 40], although not the discrete Z2 inversion symmetry (A4). The difficulty

is removed by the recognition that the large |u| time and large k limits do not commute. If one starts

with UV allowed states such as the adiabatic initial state (6.7) at a finite initial time, and evolves

forward for a finite time, only a finite number of modes experience particle creation events, according

to the appropriate window function. The non-Hadamard α vacua are produced only in the improper

limit of |u| → ∞ in eternal de Sitter space, never in any finite time starting with UV finite initial data.

Although the result for the decay rate (3.32) with an appropriate physical cutoff is the same, only a

detailed analysis of the k and time dependence allows a description free of any spurious UV problems

and focuses attention on the resulting necessary breaking of de Sitter invariance instead [10, 50].

In the electric field case it is generally accepted that particle creation will lead to eventual ‘shorting’

of the electric field, although to date this process has only been studied in a large N semiclassical

approximation [28], which is not adequate to show the true long time behavior of the system even in

QED. This depends upon self-interactions, and the long time behavior of correlation functions that

are not accessible to the standard weak coupling approximations. Such processes involving multiple
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interactions in a medium, possibly very far from equilibrium, are generally described in many-body

physics in the kinetic Boltzmann equation approximation, where all time reversal invariance properties

of the underlying QFT are lost, and irreversible behavior is expected. What is perhaps less widely

appreciated is that this breaking of time reversal invariance has its roots in the definition of the vacuum

itself and the distinction between particles and anti-particles in QFT by the m2 − i0+ prescription for

the Feynman propagator and Schwinger-DeWitt proper time method. When interactions are turned on,

the bare mass becomes a dressed self-energy function Σ− iΓ/2 and the pole moves away from the real

axis. The imaginary part is now finite and gives the quasi-particle lifetime in the medium. Causality

fixes the sign of this imaginary part, and that same causal prescription is already present in the free

propagator in the limit Γ→ 0+ that the interactions are turned off. It is this causal boundary condition

anticipating the inclusion of interactions, rather than the interactions themselves, which breaks time

reversal symmetry.

Spontaneous particle creation vs. the exact annihilation of particles in the CTBD state, c.f. Fig.

10 raises another interesting point about the origins of time irreversibility, entropy and the second law

in QFT. That particle creation is in some sense an irreversible process in which entropy increases [51]

can be made precise by means of the quantum density matrix expressed in the adiabatic particle basis.

Since adiabatic particle number is by construction an adiabatic invariant of the evolution, the diagonal

elements of the density matrix are slowly varying in this basis. In contrast, the off-diagonal elements

are rapidly varying functions both of time and of momentum at a fixed time. Then it is reasonable to

average over those rapidly varying phases and construct the reduced density matrix which shows general

(though not strictly monotonic) increase in time as particles are created [52], much as Figs. 3, 6 and 7

for the particle number itself do. This is equivalent to the approximation of neglecting the oscillatory

term(s) in the current (5.20) or stress-tensor (8.14) expectation values, which as we have seen is a very

good approximation over long times when the secular effects of particle creation dominate. Clearly

no such interpretation is possible for the time symmetric CTBD state in which phase correlations are

exactly preserved, and particle annihilations represent a decrease in the effective entropy. One would

expect such processes to be statistically disfavored.

The fact that particles can achieve arbitrarily high energies for persistent constant field backgrounds

producing a secular effect in both the electric field and de Sitter cases underscores the interesting

interplay of UV and IR aspects. Since anomalies perform exactly this function of connecting the UV to

the IR, they can play an important role [53, 54], a connection we explore in detail in [31]. In de Sitter

space with S3 spatial sections the blueshifting toward ultrahigh energies is clear in the contracting phase.
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In the expanding phase of de Sitter space the created particles defined in the S3 sections are redshifted

and do not produce any growing secular effect in spatially homogeneous states. In fact, one can prove

that the energy density and pressure always tend to the de Sitter invariant Bunch-Davies value for fields

with positive effective masses, m2 + ξR > 0, produced in any UV allowed O(4) invariant state [33]. It is

this redshifting and damping effect of the expansion upon perturbations in FRW metrics, which because

of inflation almost all attention has been focused, and consideration only of spatially homogenous states

that leads to the impression that de Sitter space is stable.

This is clearly incorrect for global (’eternal’) de Sitter space which has both a contracting and

an expanding phase. In fact, apart from initial conditions or boundary conditions, de Sitter space is a

homogeneous manifold in which all points are equivalent, so the very notions of expansion or contraction

have no meaning unless a preferred set of de Sitter breaking set of time slicings is chosen. With the S3

time slicing chosen to cover all of de Sitter space, for early matching times (as discussed above), the

exponentially growing energy density and pressure of the created particles will necessarily produce an

enormous backreaction on the geometry if taken into account even semi-classically, and even without

self-interactions. Hence one may never arrive at the expanding or inflationary phase of de Sitter space

at all. This emphasizes the importance of and sensitivity to the initial conditions of inflation [55].

Moreover although the description of adiabatic vacua and particle definition given is dependent

upon spatial homogeneity and isotropy in the S3 time slicings, the tendency to create particles and

the possibility for these particles to be kinematically blueshifted and produce large backreaction effects

in de Sitter space, is not dependent upon coordinate choices. We have shown in Sec. VII that even

in the Poincaré coordinates with flat spatial sections which cover only the expanding half of de Sitter

space, particle production also takes place. If only the expanding half of de Sitter space is considered,

then the particles are redshifted, so that their energy density does not grow, if the initial state is given

and if the particle modes are defined with respect the usual FRW spatially flat sections. Once it is

granted that global de Sitter space with its exact O(4, 1) symmetry is unstable to particle creation,

then there is no reason to restrict one’s attention a priori even to spatially homogeneous or isotropic

sections. Fluctuations in the mean stress tensor 〈Tab(x)Tcd(x
′)〉 due to particle creation are surely

spatially inhomogeneous. A previous study of linear response has indicated the importance of spatially

inhomgeneous perturbations on the de Sitter horizon, in the static coordinates of de Sitter space [53].

Here again the electric field example may be helpful. One can describe a constant, uniform electric

field in either a time dependent or time independent but spatially dependent gauge. Both are equally

good for describing the idealized situation without boundaries in either space or time. However, what
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actually happens depends sensitively on boundary or initial conditions. Just as one can consider relax-

ing the constancy in time of the background to study the dependence upon vacuum initial conditions,

adiabatically switching it on and then off, one could also consider the arguably more physical situation

of relaxing strict spatial homogeneity, allowing the electric field to be established by some charge distri-

bution at a large but finite distance away from the local region of interest. Sensitivity of the vacuum to

initial conditions will likely then be accompanied by sensitivity to the spatial boundary conditions, and

the final evolution may be quite different globally. The distance scale over which the particle creation

takes place is of order 2mc2/eE in an electric field background, so that is the scale at which one might

expect spatial inhomogeneities to develop in a random particle creation process. The natural scale for

such inhomogenities to develop in de Sitter space is the horizon scale H−1. Therefore one should allow

for perturbations on the horizon scale which can be sensitive to the blueshifting kinematics in a way

that perturbations based on the spatially homogeneous S3 or flat Poincaré sections are not. We address

spatially inhomogeneous perturbations of the CTBD state in an accompanying paper [31], depending

upon the direction of k as well as its magnitude, and show that these effects may be even more significant

that the average particle creation rate in spatially homogeneous states studied in this paper.
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Appendix A: Geometry and Coordinates of de Sitter Space

The de Sitter manifold is most conveniently defined as the single sheeted hyperboloid

ηABX
AXB = −(X0)2 +

3∑
i=1

XiXi + (X4)2 =
1

H2
(A1)

embedded in five dimensional flat Minkowski spacetime,

ds2 = ηAB dX
A dXB = −(dX0)2 + (dX1)2 + (dX2)2 + (dX3)2 + (dX4)2 . (A2)

This manifold has the isometry group O(4, 1) with the maximal number of continuous symmetry gen-

erators (10) for any solution of the vacuum Einstein field equations,

Rab −
R

2
δab + Λ δab = 0 (A3)
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in four dimensions. It also has the discrete inversion symmetry

XA → −XA (A4)

which is not continuously connected to the identity, making the isometry group of the full de Sitter

manifold O(4, 1) = Z2 ⊗ SO(4, 1). The Riemann tensor, Ricci tensor, and scalar curvature are

Rabcd = H2
(
δac δ

b
d − δad δbc

)
(A5a)

Rab = 3H2 δab (A5b)

R = 12H2 (A5c)

with the Hubble constant H related to Λ by

H =

√
Λ

3
. (A6)

FIG. 15. The de Sitter manifold represented as a single sheeted hyperboloid of revolution about the X0 axis, em-

bedded in five dimensional flat spacetime (X0, Xa), a = 1, . . . 4, in which the X1, X2 coordinates are suppressed.

The hypersurfaces at constant X0 = H−1 sinhu are three-spheres, S3. The S3 at X0 = ±∞ are denoted by I±.

The globally complete hyperbolic coordinates (u, χ, θ, φ) of de Sitter space are defined by

X0 =
1

H
sinhu , (A7a)

Xi =
1

H
coshu sinχ n̂i , i = 1, 2, 3 . (A7b)

X4 =
1

H
coshu cosχ (A7c)

where n̂ = (sin θ cosφ , sin θ sinφ , cos θ) is the unit vector on S2. In these coordinates the de Sitter line

element takes the form

ds2 =
1

H2

(
− du2 + cosh2 u dΣ2

)
(A8)
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where

dΣ2 ≡ dN̂ · dN̂ = dχ2 + sin2 χ (dθ2 + sin2 θ dφ2) (A9)

is the standard round metric on S3. Hence in the coordinates of (A7) which cover the entire de Sitter

manifold the de Sitter line element (A8) is a hyperboloid of revolution whose constant u sections are

three-spheres, c.f. Fig. 15. In (A9) and the following we make use of the shorthand notation,

N̂ = (sinχ n̂, cosχ) (A10)

for the unit four-vector of S3 in the (Xi, X4) coordinates of the flat space embedding.

In cosmology it is more common to use instead the Friedmann-Lemâıtre-Robertson-Walker (FLRW)

line element with flat R3 spatial sections, viz.

ds2 = −dτ2 + e2Hτ dx2 = −dτ2 + e2Hτ (d%2 + %2dΩ2) (A11)

with % ≡ |x|. De Sitter space (A1)-(A2) can be brought into the flat FLRW form (A11) by setting

X0 =
1

H
sinh(Hτ) +

H%2

2
eHτ (A12a)

Xi = eHτ % n̂i , i = 1, 2, 3 (A12b)

X4 =
1

H
cosh(Hτ)− H%2

2
eHτ . (A12c)

From (A12) T + W > 0 in these coordinates for all τ ∈ (−∞,∞), with the hypersurfaces of constant

FLRW time τ slicing the hyperboloid in Fig. 15 at a 45◦ angle. The null surface at T + W = 0 is

approached in the limit τ → −∞.

Hence the flat FLRW coordinates (A11) break the time inversion symmetry of global de Sitter

space and cover only one half of the full de Sitter hyperboloid in which the spatial sections are always

expanding as τ increases. The other half of the full de Sitter hyperboloid with T +W < 0 is obtained if

Hτ is replaced by −Hτ ′+ iπ, so that exp(Hτ) is replaced by − exp(−Hτ ′), and the line element (A11)

now takes the form

ds2 = −dτ ′ 2 + e−2Hτ ′ dx2 (A13)

with the spatial sections are always contracting as τ ′ increases. The null surface T+W = 0 is approached

in the limit τ ′ → +∞.
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