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Notation



• Store as much information as possible on coarser (= cheaper) grid scales
• Tradeoff: down-sampling error vs low-rank error



Example: hyperspectral wavelength data

number of iterations
0.82 GB 1.26 GB 67 MB

Oregon State University, SAMSON dataset

NASA JPL, AVIRIS Data

US Army Corps of Engineers, HyperCube



Example: video data



Example: video data





Theoretical difficulties
• Multiresolution format not closed – even for closed base formats!

• Propagates to e.g., canonical decomposition and tensor-train format

Example



Theoretical remedies
• “Stable” sequences still converge for closed base formats



Compressing tensors into format

Can be shown to reduce to an optimal tensor approximation problem on each scale
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Compressing tensors into format

Local convergence guarantees with linear convergence
Can be shown to reduce to an optimal tensor approximation problem on each scale



Thank you for listening!

• Simple black-box augmentation of tensor formats for data with multiple length scales
• Interesting theoretical and numerical properties 

Conclusion

Future work

• Adaptive rank allocation schemes
• Sketching algorithms

Happy to discuss! oscarmi@mit.edu



Theoretical remedies


