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ABSTRACT: The folding of bacterial tRNAs with disparate sequences has been
observed to proceed in distinct folding mechanisms despite their structural similarity. To
explore the folding landscapes of tRNA, we performed ion concentration-dependent
coarse-grained TIS model MD simulations of several E. coli tRNAs to compare their
thermodynamic melting profiles to the classical absorbance spectra of Crothers and co-
workers. To independently validate our findings, we also performed atomistic empirical
force field MD simulations of tRNAs, and we compared the base-to-base distances from
coarse-grained and atomistic MD simulations to empirical base-stacking free energies.
We then projected the free energies to the secondary structural elements of tRNA, and
we observe distinct, parallel folding mechanisms whose differences can be inferred on
the basis of their sequence-dependent base-stacking stabilities. In some cases, a
premature, nonproductive folding intermediate corresponding to the Ψ hairpin loop
must backtrack to the unfolded state before proceeding to the folded state. This
observation suggests a possible explanation for the fast and slow phases observed in tRNA folding kinetics.

■ INTRODUCTION

Transfer RNA (tRNA) molecules comprise the most well-
studied class of RNA molecules because they are small and of
universal importance in the translation of contiguous codons in
mRNA into sequences of amino acids that result in a specific
protein.1−4 Each tRNA molecule’s anticodon forms Watson−
Crick or wobble base pairs with its corresponding mRNA codon
and carries the matching amino acid to the ribosome for protein
synthesis.5 Every organism has at least 20 different tRNA
molecules, at least one for each amino acid. Despite their
sequence diversity, their structures share a conserved “cloverleaf”
secondary structure that consists of the D, Anticodon (A), and
TΨC (Ψ) hairpin loops and an acceptor (Acc) stem (Figure 1A).
With few exceptions, tRNAs adopt an “L”-shaped tertiary
structure, even though they have low sequence similarity (Figure
1).6 Hence, their conformation must evolve under at least two
opposing functional constraints: (1) a general, conserved 3D
shape that requires it to fit into ribosome binding sites and (2)
specific recognition by their cognate aminoacyl-tRNA synthetase
and many other potential partners.7 For specific recognition, the
structure alone is unlikely be the primary determinant, which is
often the case in protein folding,8,9 although there are notable
exceptions.10−12

Crothers and co-workers first established the general features
of tRNA folding in their seminal experiments.13,14 In their
thermal denaturation studies, the melting profiles of the various
E. coli tRNA molecules differed. While their folding was highly
dependent on temperature and ionic strength, multiphasic
melting curves were observed under different salt concentrations,
suggesting intermediate structure(s) in the folding process.13

Native structure-based15 and ab initio coarse-grained MD
simulations16 also predict intermediate states in the folding of
yeast tRNAPhe. Temperature-dependent unfolding occurs
through distinct sequence-dependent ensembles, and the
melting order of the secondary and tertiary structures was not
conserved.17

More recent experiments showed that Na+- and Mg2+-induced
kinetic folding of tRNAPhe involves at least two transitions that
include secondary structure formation. Furthermore, the exact
order of folding depends on hairpin stability in the presence of
salts, and the kinetics can involve fast and slow phases, suggesting
parallel folding mechanisms.18−21 Very recently, Perona and co-
workers introduced a newmethod to track tRNA folding kinetics
using the activities of its cognate amino-acyl tRNA synthetase as
a probe. They also observe fast and slow phases derived from a
biexponential fit22 that may also indicate parallel folding
mechanisms.
In our present study, we performed ion concentration-

dependent coarse-grained MD simulations of several E. coli
tRNAs, including those whose structures are not presently
known, to generate thermodynamic melting profiles that are
directly compared to the classical absorbance spectra of Crothers
and co-workers. We also performed CHARMM and AMBER
empirical force field atomistic MD simulations of tRNA, and we
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compared them to our coarse-grained MD simulations and
empirical base-stacking free energies. With coarse-grained MD
simulations, we observe sequence-dependent tRNA folding
mechanisms and our simulations suggest a possible contributor
of the fast and slow phases observed in folding.

■ METHODS

TIS Model Native Structure Based Coarse-Grained
Hamiltonian. To perform folding MD simulations of various
tRNA molecules and determine their folding free energy
landscapes, we used a coarse-grained model called the three-

Figure 1. Structural and sequence characterization of various tRNA molecules. (A) The structures of yeast tRNAPhe (PDB: 1EHZ; blue), bacterial
tRNAfMet (PDB: 2FMT; yellow), and bacterial tRNACys (PDB: 1U0B; gray) are superimposed. (B) The differences between the three structures are
measured by the root-mean-square deviation (RMSD). (C) The primary sequences (top row) and the corresponding secondary structure base-pairing
(bottom row) of bacterial tRNA used in the study. (D) The percent similarity between the tRNA sequences as measured by LALIGN.
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interaction-site (TIS) model for RNA. The detailed energy
function and parameters for the TIS model can be found
elsewhere,23−26 but we briefly discuss it here. In this simplified
representation of RNA, each nucleotide in the model consists of
three beads for the nitrogenous base, ribose sugar, and negatively
charged phosphate moieties. The TIS model consists of short-
range interactions for the bond (Hbond), angle (Hangle), and
torsional potentials (Htorsion). In addition to the connectivity and
rotational degrees of freedom, it also consists of long-range
interactions for stabilizing the native structure (HNC), the
electrostatic interactions for the charged phosphates (Helec), and
aromatic base-stacking interactions (Hstacking) based on the well-
known Turner rules.27
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The electrostatic interactions between two phosphate beads
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The Debye length, lD, is tuned to reflect the changes in ion
concentration. In an earlier study, the melting temperature
obtained by the TIS model was found to be in excellent
agreement with previously experimentally measured absorbance
spectra.24

TIS Model Simulations of tRNA without Structures. In
the TIS model, the long-range interactions consist of the native
structure-based contact interactions, the sequence length-
dependent electrostatic interactions that depend on the number
of phosphates present, and sequence-dependent base-stacking
interactions. Although Crothers and co-workers studied E. coli
tRNAPhe, tRNAfMet, and tRNATyr, only the structure of tRNAfMet

from E. coli is known (PDB: 2FMT), and structures of tRNAPhe

and tRNATyr from E. coli do not exist, although yeast tRNAPhe has
been resolved (PDB: 1EHZ). A computational challenge is to
integrate the existing plethora of sequence information with
limited structural data to gain biophysical data.28 Toward that
end, we generated a TIS model Hamiltonian based on the
structure of yeast tRNAPhe and the sequence of E. coli tRNAPhe

based on the observation that the tertiary structures and the
sequence length of tRNAs that Crothers and co-workers studied
are very similar (Figure 1A,B) and their sequence similarity is low
(Figure 1C,D). Similarly, we generated a TISmodel Hamiltonian
of E. coli tRNATyr based on the structure of yeast tRNAPhe and the
sequence of E. coli tRNATyr because of sequence similarities. Also,
we generated the TIS model Hamiltonian of E. coli tRNACys

(PDB: 1U0B) even though to our knowledge an absorbance
melting profile has not been performed but its structure is already
known.
We performed Langevin MD simulations with a low friction

coefficient for more effective sampling of the free energy
landscape.29 For each of the four tRNAs we studied, we
performed three sets of independent MD simulations over a
range of ion concentrations [Na+] = 0.005−0.200 M
(uncalibrated), with temperatures ranging from 250 to 375 K.
As previously noted, the temperature was offset by 35 K.23

To measure the conformational change of the molecule for
comparison to the experimentally observed melting process, we

adopted the fraction of native contactsQ as an order parameter.30

The experimental spectrum strength cannot be explicitly derived
using physical quantities, so we fitted the experimental spectrum
strength to the ensemble-averagedQ using 1/(Q + α), where α is
a fitting parameter for the asymptotic cooperative behavior. The
melting temperatures derived from our simulations are not fitted,
and they can be directly compared with experiments.

Atomistic CHARMM and AMBER Empirical Force Field
MD Simulations.We performed atomistic empirical force field
MD simulations of E. coli tRNAfMet, tRNAPhe, tRNATyr, and
tRNACys using the NAMD software suite with the CHARMM27
and AMBER S99b0 force fields. For the tRNAs whose sequences
are known but their structures are unresolved, we can again take
advantage of remarkable similarity of tRNA structures (Figure
1A,B) by threading their sequences to the yeast tRNAPhe, whose
structure has been resolved in the absence of a binding partner.
We altered the sequence of the atomistic yeast tRNAPhe structure
into the E. coli tRNAPhe and tRNATyr by replacing its bases with
other bases with minimal changes based on ideal structures using
the MutateNA.pl program from the MMTSB toolbox.31

For each tRNA, we generated five sets of 30 ns trajectories
(150 ns total). To set up these simulations, each tRNA molecule
was centered in a cubic solvent box based on the TIP3P water
model such that no water molecule was within 1.6 Å of a tRNA
heavy atom. The dimensions of the solvent box were such that at
least a 10 Å solvent buffer exists in each of the x-, y-, and z-
dimensions. Within this box, we added sodium and chloride ions
so that the total ion concentration was 0.005, 0.005, 0.02, and
0.02 M for tRNAfMet, tRNAPhe, tRNATyr, and tRNACys,
respectively. These concentrations correspond to the exper-
imentally measured absorbance spectra of Crothers and co-
workers at low ion concentrations. Our simulations were
performed using a standard protocol using periodic boundary
conditions and treated the electrostatics with the particle mesh
Ewald method.
For each trajectory of the tRNAs, the system was equilibrated

by first performing 2000 steps of energy minimization and then
raising the simulated temperatures for 50 ns until the target
temperature was reached. For tRNAfMet, tRNAPhe, tRNATyr, and
tRNACys, the target temperatures were 313, 313, 323, and 323 K,
respectively, which corresponded to the melting temperature
observed by Crothers and co-workers.14 Then, we performed a
production run MD simulation at the target temperature for 30
ns for each of the five trajectories for analysis.

■ RESULTS AND DISCUSSION
To determine how tRNA molecules with similar structures can
give rise to different melting profiles as observed by Crothers and
co-workers, we performed TIS model coarse-grained MD
simulations of E. coli tRNAfMet, tRNAPhe, tRNATyr, and tRNACys,
which all have very similar structures and sequence lengths
(Figure 1A,B) but different sequence compositions (Figure
1C,D). The long-range interactions of the TIS model
Hamiltonian consist of native structure contact interactions,
sequence length-dependent electrostatic interactions for the
phosphate backbone, and sequence-dependent base-stacking
interactions.
However, there are only a few tRNA molecules whose X-ray

crystallographic or NMR structures have been determined in
isolation. We compared the yeast tRNAPhe, which was recently
determined and refined using modern techniques, with E. coli
tRNAfMet and tRNACys, whose structures are known when bound
to their cognate aminoacyl-tRNA synthetase (AARS). Their
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backbone RMSDs are less than 3.0 Å between their structures
(Figure 1A,B). We next compared the sequences of E. coli
tRNAfMet, tRNAPhe, tRNATyr, and tRNACys, and the sequence
percent similarity ranged from 56.9 to 73.1% between them
(Figure 1C,D). Their secondary structural configurations of
base-pair interactions, however, all consist of the familiar
cloverleaf configuration of base pairs (Figure 2).
To construct the TIS model Hamiltonians for the various

tRNA molecules we studied, we threaded the sequence-
dependent base-stacking interactions of E. coli tRNAPhe and
tRNATyr to the TIS model Hamiltonian native structure and
electrostatic terms of yeast tRNAPhe. Specifically, we determined
the Hstacking based on the sequence, while all other terms were
based on the yeast tRNAPhe. For tRNAfMet and tRNACys,
sequence-dependent base-stacking interaction threading was
unnecessary because their full structures (bound to AARS) were
known.
Empirical Base-Stacking Interaction Trends Are Com-

parable to Base−Base Distances from Coarse-Grained

and Atomistic MD Simulations. To complement the
experiments and coarse-grained TIS model simulations, we
performed five sets of 30 ns empirical force field MD simulations
of the E. coli tRNAfMet, tRNAPhe, tRNATyr, and tRNACys using the
CHARMM2732 and AMBER S99b033 force fields with the
NAMD simulation package.34 While this time scale is not
sufficient to observe folding events, we can make direct
comparisons to the coarse-grained MD simulations by analyzing
equivalent trajectories. We therefore computed the average
distances between the base pair centers of mass for the
CHARMM and AMBER MD simulations that we compared to
the base-to-base bead distances from the TIS model simulations
that were also 100 ns in length (Figure 3). We also compared the
base-to-base distances to the base-stacking stabilization free
energies from Turner’s rules,27 which define the TIS model
Hamiltonian base-stacking terms (Figure 3).

Coarse-GrainedMD Simulations Quantitatively Repro-
duce Classical tRNA Thermal Melting Profiles at Low Ion
Concentrations. For each of the tRNAs we studied, we

Figure 2. Secondary structure and base-stacking energies of bacterial tRNA molecules. For the bacterial (A) tRNAPhe, (B) tRNAfMet, (C) tRNATyr, and
(D) tRNACys, the secondary structures are shown with the canonical Watson−Crick base pairs shown with a black line and non-canonical base pairs
shown with a red line. Also, the base-stacking free energies are shown for the D, Anti, and ψ hairpin loops, as well as the acceptor stem. Every fifth
nucleotide is colored blue according to traditional tRNA numbering except for tRNAfMet, which has an “extra” nucleotide according to that numbering
system.
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performed multiple independent TIS model coarse-grained MD
simulations over a broad ion concentration and temperature

range. For thermodynamic analyses, we observed multiple
folding and unfolding events in the MD simulations. For

Figure 3. Ensemble-averaged base-to-base distances of base pairs in (A) tRNAPhe, (B) tRNAfMet, (C) tRNATyr, and (D) tRNACys from CHARMM, TIS
model, and AMBER MD simulations compared with base-stacking free energies from MFold. The standard deviations are shown as error bars.

Figure 4. Ion concentration-dependent melting profiles from simulations compared with absorbance spectra measured by Crothers and co-workers. For
the bacterial (A) tRNAPhe, (B) tRNAfMet, (C) tRNATyr, and (D) tRNACys, the fraction of native contacts is probed as a function of the temperature over a
broad ion concentration range ([Na+] = 0.005−0.20 M). The dotted black vertical lines indicate the freezing and boiling points of water. For
comparison, the absorbance spectra experimentally measured by Crothers and co-workers are shown for tRNAPhe, tRNAfMet, and tRNATyr in a dark blue
dotted line.
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tRNAfMet, tRNAPhe, and tRNATyr, we calculated the ensemble-
averaged fraction of native contacts, ⟨Q⟩, as a probe of the folding
and directly compared them to the absorbance spectra from the

classical tRNA melting profiles of Crothers and co-workers. We
observe similar melting profiles and melting temperatures at
[Na+] = 0.020 M, the conditions of the experiments at which the

Figure 5. Free energy folding landscapes of tRNAfMet and tRNACys. (A, C) The free energy is projected with respect to Q of the different hairpin loops
and acceptor stem of tRNAfMet and tRNACys at different melting temperatures. (B, D) Schematics of the corresponding folding mechanisms inferred
from the free energy profiles.

The Journal of Physical Chemistry B Article

dx.doi.org/10.1021/jp402114p | J. Phys. Chem. B XXXX, XXX, XXX−XXXF



secondary structure is expected to dominate (Figure 4A−C).
The difference between the melting temperatures from experi-
ments and our simulations is about 5 K. For [Na+] < 0.020M, the

tRNAs remain significantly unfolded, even below the freezing
point of water. This ion concentration regime seems to represent
a significant limitation of the Debye−Hückel electrostatic

Figure 6. Free energy folding landscapes of tRNAPhe and tRNATyr with backtracking. (A, C) The free energy is projected with respect to Q of the
different hairpin loops and acceptor stem of tRNAPhe and tRNATyr at different melting temperatures. (B, D) Schematics of the corresponding folding
mechanisms inferred from the free energy profiles. The backtracking mechanisms are highlighted with red arrows.
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potential. We performed the same analysis for tRNACys (Figure
4D), although the melting profiles have not yet been
experimentally measured. We predict that the melting temper-
ature of tRNACys is significantly higher than tRNAfMet, which can
be readily tested experimentally.
tRNA Folding Free Energy Landscapes. To obtain a

microscopic view of the tRNA folding mechanisms, we projected
the free energy profiles with respect to the tRNA secondary
structural elements at their respective melting temperatures
using the fraction of native contacts (Q) as a reaction coordinate,
which has been demonstrated to accurately probe folding
mechanisms.30

We calculated the folding free energy landscapes for tRNAfMet

and tRNACys. These two systems were chosen because, although
the D hairpin loop base-stacking free energies are comparably
low, the Anti hairpin loop is more stable than theΨ hairpin loops
with aΔΔG∼3 kcal/mol between the two loops in the tRNAfMet,
but their ΔΔG ∼0.8 kcal/mol is in the tRNACys. The Acceptor
stem is more stable in the tRNACys than in the tRNAfMet (Figure
2B,D).
In the free energy profiles projected to each of the constituent

secondary structural elements, the tRNAfMet folding involves
competitive and parallel folding of the Acc stem and Anti hairpin
loop at the highest temperature (285 K). Regardless of the
folding mechanism at the higher temperature, theΨ hairpin loop
folds at an intermediate temperature (270 K), and the D hairpin
loop folds at the lowest temperature, completing the folding
mechanism (Figure 5A,B). Note that the base-stacking stability
of the Acc stem (ΔG =−15.7 kcal/mol) and Anti hairpins (ΔG =
−12.8 kcal/mol), which have a difference of 2.9 kcal/mol (Figure
2B), fold at the same temperature, and the Acc stem folding
mechanism involves lower free energy barriers. For the tRNACys,
the Acc stem (base-stacking stability of −17.1 kcal/mol) folding
occurs at the highest temperature (295 K), and there exists a

parallel folding of the Anti and Ψ hairpin loops with very similar
base-stacking stabilities (ΔG = −10.6 and −11.4 kcal/mol,
respectively) at the intermediate temperature (280 K), and the
least stable (ΔG = −4.3 kcal/mol) D hairpin loop again folds at
the lowest temperature to complete the folding mechanism
(Figure 5C,D), again in agreement with the order of the
stabilities of the constituent secondary structural elements.

BacktrackingMechanism Partitions Fast vs Slow Phase
Folding. The natural next step is to calculate free energy profiles
with respect to each of the individual components of the tRNA
secondary structure elements to determine the folding (or
melting) mechanism of E. coli tRNAPhe and tRNATyr. For both
cases, we also observe that different folding mechanisms are
dependent on their base-stacking stabilities (Figure 6).
However, theΨ hairpin loop of tRNAPhe and tRNATyr folds at

the highest melting temperature, while just the Acc stem would
be expected to fold on the basis of their relative base-stacking
stabilities. In both cases, the premature folding of the Ψ hairpin
loop was not productive, and it must first be unfolded for the
folding mechanism to proceed (Figure 6). The dissolution of
prematurely formed native contacts has been ascribed to
topological frustration in protein folding9,35−37 for funneled
energy landscapes,38−41 and similar mechanisms are seen here.
Although the 2D free energy profiles cannot conclusively
preclude that backtracking was occurring in our simulations,
the 3D free energy profiles were necessary to confirm that the
folding of the Ψ hairpin loop did not proceed further to the
folded state (Figure S2, Supporting Information). These
observations in our simulations are not readily predicted on
the basis of the base-stacking stabilities of the individual
secondary structural elements.

Tertiary Structure Forms after Secondary Structure Is
Complete at High Ion Concentration. We next compared
the secondary and tertiary structure formation. In RNA folding, it

Figure 7. Secondary and tertiary structure formation at high ion concentration. For the bacterial (A) tRNAPhe, (B) tRNAfMet, (C) tRNATyr, and (D)
tRNACys, the fraction of native contacts of each secondary structural element and tertiary structure is probed as a function of the temperature at [Na+] =
0.200 M.
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is generally observed that secondary structure forms before
tertiary structure due to the energetic strong hydrogen bonding
and base-stacking interactions that stabilize the secondary
structure. The stabilities of the individual helices can largely
determine the order of the folding of assembly of pseudoknots
and riboswitches.24−26,42 In addition, Brooks, Al-Hashimi, and
co-workers have recently shown that the connectivity and sterics
that define the topological constraints of interhelical orientations
across bulges in RNA can limit the possible tertiary structure it
can adopt.43 Other recent examples have shown that, due to the
low stability gap separating the native state from other non-native
states,18,44 secondary structural rearrangements can occur to
accommodate the tertiary structure.45−47

In the work by Crothers and co-workers, their experiments
were done at low ion concentrations ([Na+] = 0.020 M) where
tertiary structure would not be expected to form due to strong
charge−charge repulsions between the phosphate groups. They
also performed their experiments at high ion concentrations
([Na+] = 0.174−0.200 M). Their melting profiles at high ion
concentrations are very distinct from the ones we observe in our
simulations. In their experimentally measured melting profiles,
they observe at least two transitions that correspond to the
secondary and tertiary structures. Our single transition melting
profiles would not be expected to reproduce the experimentally
measured melting profiles even with our fitting procedure, and it
is clearly a limitation of our coarse-grained model.
Instead, we computed the ensemble-averaged fraction of

native tertiary contacts, ⟨QTertiary⟩, that we define to be any native
contact that is not a secondary structure contact (see Figure S1 in
the Supporting Information for exact contacts), to compare with
the ensemble-averaged fraction of the native secondary contacts.
In each case, at high ion concentration ([Na+] = 0.200 M), we
observe that the native tertiary contact formation is complete
only after the native secondary contacts are largely complete
(Figure 7). At low ion concentrations, as expected, the tertiary
native contacts can occur with secondary contacts (Figure S3,
Supporting Information).

■ CONCLUSIONS
The foldingmechanism of tRNAmolecules can be different, even
for cases where their structures and length are very similar. In our
present study, we performed a combination of coarse-grained
TIS model and atomistic empirical force field MD simulations to
dissect the folding mechanisms of various E. coli tRNA whose
absorbance spectra have been measured experimentally by
Crothers and co-workers. Our simulations accurately reproduced
their melting profiles when we matched the ion concentration in
our simulations at low ion concentrations where secondary
structure dominates. At higher ion concentrations, the tertiary
structure formation occurs in our simulations after secondary
structure is complete, which need not be the case, as recent
experimental and computational studies have shown.45−47

When we calculated the free energy landscapes of the different
tRNAs, we observed parallel and competitive folding mecha-
nisms that we isolate to the sequence-dependent base-stacking
stabilities, which determine the melting temperatures of the
individual secondary structural elements. In some cases, we
observed a premature, nonproductive intermediate correspond-
ing to the formation of the Ψ hairpin loop, which must unfold
before proceeding to the folded state. This process may
ultimately slow down the folding kinetics, and this may be one
possible source of the observation of biphasic fast and slow
folding kinetics for tRNAs.
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