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a b s t r a c t

The projector augmented wave (PAW) formalism of Blöchl (1994) has been implemented in a number
of electronic structure code packages and generally has become an important tool for density functional
simulations of materials. However, it is occasionally possible to obtain unphysical results. A source for
such occasional anomalous behavior is traced to one contribution present in some codes that use
the reformulation of the exchange–correlation terms introduced by Kresse et al. (1999). A remedy is
discussed which has been implemented in new versions of the atomic dataset generation program
ATOMPAW (Holzwarth et al. 2001).

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

This short paper presents an update to a paper (Paper 1)
written several years ago [1] concerning the implementation
of the Projector Augmented Wave (PAW) formalism developed
by Blöchl [2] within different open source electronic structure
code packages based on density functional theory [3,4]. In fact,
the community of computational condensed matter research has
benefited enormously from the work of the developers who
maintain high quality public domain software for density func-
tional electronic structure calculations. For example, we use the
ABINIT [5] and the QUANTUM ESPRESSO [6] packages inter-
changeably for structural and energy simulations with the help
of atomic datasets generated by our ATOMPAW [7] code.

In Paper 1, we noted that the original Blöchl PAW formal-
ism for evaluating the exchange–correlation contributions to the
Kohn–Sham equations is numerically well-behaved, while the
corresponding implementation introduced by Kresse [8] can ex-
hibit some numerical difficulties. In the present paper, addi-
tional surprising numerical difficulties are analyzed for the Kresse
formulation.

2. Formalism

The detailed formalism was presented in Paper 1. Here we
only repeat the main points. Blöchl’s expression for evaluating the
exchange–correlation energy is given by

EB
xc = Exc[ñ + ñc] +

∑
a

(
Exc[na

+ na
c ] − Exc[ña

+ ña
c ]

)
. (1)
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Kresse’s expression for evaluating the exchange–correlation en-
ergy is given by

EK
xc = Exc[ñ+ ñc + n̂]+

∑
a

(
Exc[na

+ na
c ] − Exc[ña

+ ña
c + n̂a

]
)
. (2)

Here, the notation Exc[n] denotes the evaluation of the cho-
sen exchange–correlation functional (such as LDA [9], PBE [10],
PBESOL [11], etc. [12]) as a function of the density argument
n(r). There are several contributions to the density arguments
in these expressions. The notation ñ denotes the valence elec-
tron pseudodensity evaluated in a plane wave basis or cor-
responding real-space grid. The notation ñc denotes the core
pseudodensity function following the non-linear core correction
introduced by Louie et al. [13] which is also evaluated in a plane
wave basis or corresponding real-space grid. By construction,
the pseudodensity functions accurately represent the physical
valence electron density outside of spheres of radius rac cen-
tered on each atom. The contributions from summations over
that atom centered terms for each atom a are evaluated on
atom-centered grids. By construction, for each atom a, the expres-
sions

(
Exc[na

+ na
c ] − Exc[ña

+ ña
c ]

)
in the Blöchl formulation or(

Exc[na
+ na

c ] − Exc[ña
+ ña

c + n̂a
]
)
in the Kresse formulation van-

ish outside a sphere of radius rac . These include the valence den-
sity na represented in terms of all-electron atomic basis functions
and the corresponding valence pseudodensity ña represented in
terms of atomic pseudobasis functions. Also included are the full
core density na

c and the corresponding pseudocore density ña
c ,

where

ñc(r) ≡

∑
a

ña
c

(
|r − Ra

|
)
, (3)

with Ra denoting the coordinate of the atom center a [14].
Additionally, the Kresse formulation includes the valence
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Fig. 1. Plot of valence electron density (na(r)) and pseudodensity (ña(r)) for Na (left) and Cs (right).

compensation charge density as a summation of atom centered
terms:

n̂(r) =

∑
a

n̂a(r − Ra). (4)

The compensation charge density was introduced by Blöchl in
order to ensure that the multipole moments of the Hartree energy
are calculated correctly and is similar to the augmentation func-
tion Q (r) introduced in the ultrasoft pseudopotential formalism
[15–17]. The compensation charge density does not logically
belong in the evaluation of the exchange–correlation functional.
As noted in Paper 1, its presence in codes that use the Kresse
formulation of Eq. (2) often cancels out of the final result, but in
some cases, the sensitivity of the exchange–correlation functional
to the shape of density can introduce errors. Since the publication
of Paper 1, the ABINIT code was modified in 2010 (Version 6.2)
to use the same exchange–correlation form as used within the
dataset generation program which is by default the Blöchl form
for ATOMPAW to generate atomic datasets for ABINIT. However
some other code packages, such as QUANTUM-ESPRESSO [6] and
VASP [8,18] still exclusively use the Kresse formulation.

In the course of our routine studies of a variety of materials,
what we have newly realized is that when the compensation
charge is negative in some regions of space, the Kresse formulation
can give quite surprising results, because of the possibility that
the argument of the exchange–correlation functional may be
negative.

Accordingly, we have modified our ATOMPAW code to create
modified atomic datasets which are more likely to give reason-
able results for the Kresse formalism. That is, the ATOMPAW code
(Version ≥ 4.1.0.4) now creates a dataset for use with the Kresse
form of the exchange–correlation contributions only if

ña
c (r) + n̂a(r) ≥ 0 for 0 ≤ r ≤ rac . (5)

For the examples we have encountered so far, the inequality (5)
can be achieved by increasing the magnitude of the smoothed
core density ña

c (r) by reducing the matching radius (rcore in the
ATOMPAW input file) which is used to construct the core pseudo-
density [7,13]. It is also sometimes necessary to slightly adjust the
shape or extent of the compensation charge function n̂a(r). These

adjustments ensure that the datasets prepared for use in codes
that use the Kresse formulation of the exchange–correlation func-
tional have continuous local pseudopotentials and that it is less
likely that negative density arguments within the exchange–
correlation functionals will be encountered within the full ma-
terials simulations. Of course, the adjustments may affect the
convergence properties of the dataset which should always be
checked.

It is our understanding that the developers of the VASP code
are aware of this problem and have implemented a positive den-
sity correction similar to that described by Eq. (5). The developers
of the QUANTUM ESPRESSO code are also aware of this problem
and in a publication [19] describing their pseudopotential gen-
eration code (called ld1) the notion of a positive compensation
charge is mentioned as a guiding principle.

3. Examples

Unless care is taken to avoid it, the occurrence of negative
values of the compensation charge density within the PAW for-
malism seems to be more common than one might expect. For
a spherical atom in its ground state configuration, the valence
compensation charge density can be written in the form

n̂a(r) = qaeffs(r), (6)

where

qaeff ≡

∫
r≤rac

d3r
(
na(r) − ña(r)

)
, (7)

and where s(r) is a spherically symmetric density shape function
confined within a sphere of radius rac and normalized to unity.
Typically, the shape function s(r) is chosen to be positive definite,
so that the sign of n̂a(r) is controlled by the sign of qaeff.

The sign of qaeff depends both on the choice of the partitioning
between core and valence electron treatments and on the choice
of the pseudopotential radius rac . For example, we examine the
cases of Na, P, S, Cl, Br, and Cs. For this study, we used the
local density approximation (LDA) [9]; very similar results were
obtained using the PBESOL exchange–correlation form [11]. The
parameters for generating the atomic datasets using ATOMPAW
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Fig. 2. Plot of valence electron density (na(r)) and pseudodensity (ña(r)) for Cl (left) and Br (right).

Table 1
Compensation charges qaeff as defined by Eq. (7) for various ground state atoms,
listing the core and valence configurations, the pseudopotential radius rac in Bohr
units, and the value of qeff calculated using Eq. (7).
Atom Core Valence rac qaeff
Na [He] 2s22p63s1 1.7 3.88
P [Ne] 3s23p3 1.7 −0.19
S [Ne] 3s23p4 1.7 −0.35
Cl [Ne] 3s23p5 1.7 −0.44
Br [Ar] 3d104s24p5 1.9 8.79
Cs [Kr] 4d10 5s25p66s1 2.2 −1.07

were taken from our current and previous materials studies. Most
of the dataset parameters are derived from datasets generated by
Jollet et al., [20] optimized to agree with all electron binding en-
ergy curves of representative binary compounds. The results are
summarized in Table 1. These results show that the occurrence
of negative compensation charges is not particularly rare.

3.1. Example plots of the valence electron densities and pseudoden-
sities

In order to better understand the origin of the positive and
negative compensation charges qaeff, we show plots of na(r) and
ña(r) for some of the examples. In these examples, the shapes of
the pseudodensities for 0 ≤ r ≤ rac are quite variable as is the
sign of qaeff. Results for Na and Cs are shown in Fig. 1 and for Cl
and Br are shown in Fig. 2, respectively.

3.2. Example binding energy plots

In Fig. 3 we show the results of computing the total elec-
tronic energy as a function of lattice constant for CsBr, comparing
the all-electron calculation results generated using the linearized
augmented wave formulation [21] as implemented in theWIEN2k
package [22], the various formulations of the PAW approach
discussed here using the ABINIT and QUANTUM ESPRESSO codes
with datasets generated with ATOMPAW using parameters listed
in Table 1. The dataset generated without the positive density
correction mentioned in Eq. (5), gives a binding energy curve in

Fig. 3. Binding energy curve of CsBr, plotting energy (eV) relative to the
equilibrium value versus cubic lattice constant a (Å). Compared are results
computed with the linearized augmented plane wave approach [21] using
the WIEN2k package [22] with PAW results generated with either Blöchl’s or
Kresse’s formulation of the exchange–correlation terms, using the ABINIT (AB)
or QUANTUM ESPRESSO (QE) codes, and corrected or not corrected following
Eq. (5), as indicated. The binding energy calculations were generated by using
an energy cut off of 64 Ry.

excellent agreement with the WIEN2k result using the ABINIT
code with the Blöchl exchange–correlation form, while no binding
energy results could be obtained using the QUANTUM ESPRESSO
code with the Kresse exchange–correlation form. However, by
modifying the dataset according to the positive density correction
(Eq. (5)), the results are essentially identical for both ABINIT and
QUANTUM ESPRESSO and very close to the WIEN2k results and to
the PAW results generated by ABINIT by the uncorrected dataset.

3.3. Example phonon density of states

A somewhat more subtle manifestation of the effects of nega-
tive compensation charge in the Kresse formulation of the
exchange–correlation functional comes in the evaluation of the
lattice vibrational spectrum using density functional perturbation
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Fig. 4. Plots of the densities of phonon modes g(ν), normalized to 6 when integrated over wavenumber ν, calculated for a unit cell of NaCl at equilibrium. Compared
are results calculated with PAW datasets using either Blöchl’s or Kresse’s formulation of the exchange–correlation terms, using the ABINIT (AB) or QUANTUM ESPRESSO
(QE) codes, and corrected or not corrected following Eq. (5), as indicated.

theory [23]. As an example, the binding energy curves for NaCl
using uncorrected atomic datasets and the Blöchl and Kresse
expressions were in good agreement; the surprise came in eval-
uating the phonon spectrum. Fig. 4 shows that for NaCl, results
for the vibrational density function g(ν) are insensitive to the
positive density correction when the Blöchl form of the exchange–
correlation function is used. However, results for g(ν) are drasti-
cally modified when the Kresse form of the exchange–correlation
function is used without the positive density correction.

4. Summary and conclusions

Hopefully this discussion has presented useful insight into the
construction of numerically stable PAW datasets. The positive
density correction given in Eq. (5) has restored the possibility
of using equivalent atomic datasets generated by ATOMPAW in
both ABINIT and QUANTUM ESPRESSO for electronic structure
simulations. It is rather alarming that this issue remained hidden
from our notice as developers of the ATOMPAW code for so
many years. In fact, PAW datasets generated by earlier versions
of the ATOMPAW code should be used in QUANTUM ESPRESSO
with caution. The examples considered in this study focused on
ground state and density functional perturbation theory calcula-
tions. However, one expects that other calculations that depend
on the exchange–correlation functional may also be affected.

The following comments summarize details of the effects
of negative compensation charge on the Kresse form of the
exchange–correlation PAW functional. The exchange–correlation
functionals are not defined for negative arguments, but most
codes return values of zero for the energy and potential values.
Within the ATOMPAW code, this would be encountered in the
preparation of the unscreened local potential appropriate for use
in the Kresse formulation, and would result in radially discon-
tinuous unscreened local potential functions at the radii where
the effective density changes sign. Within the corresponding
materials calculations using the Kresse formulation, the code not

only must deal with discontinuous local potentials, but one also
expects that for the given choice of pseudization parameters,
negative density arguments may appear throughout the compu-
tation. Fortunately, the positivity correction (Eq. (5)) seems to
provide a reliable fix for the problem.
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