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First-principles simulations of the porous layered calcogenides Li2+xSnO3 and Li2+xSnS3
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First-principles simulations of the porous layered calcogenide materials Li2SnO3 and Li2SnS3 are used to study
their structures, Li ion mobilities, and their interactions with excess Li. The pristine materials are characterized by
a regular pattern of voids within the calcogenide layers which are occupied by intralayer Li ions. The energetically
most favorable Li ion migration processes for both materials result in a net motion perpendicular to the layers and
involve intralayer Li ions and nearby interstitial sites. The ideal lattice has eight symmetry related stable interstitial
sites within the conventional unit cell which, in addition to participating in the Li ion migration processes, are
also important for accommodating excess Li during lithiation processes. Consistent with experimental findings,
the simulations find that the addition of Li atoms to Li2SnO3 results in a disruption of the calcogen lattice with
the breaking of Sn-O bonds. The estimated voltage versus bcc Li for this system is in qualitative agreement
with experiment provided that Sn/Li disorder is taken into account. By contrast, the simulations predict that
the addition of Li atoms to Li2SnS3 results in a stable metallic material up to a stoichiometry of Li3SnS3. This
prediction has not yet been studied experimentally. Simulations of surfaces of these materials find that it is
energetically favorable to add a small amount of excess surface Li. However, interfaces of these materials with
Li metal are found to be reactive. Some of the findings may be relevant to other materials having the same crystal
structure such as Li2MnO3 and Li2TiO3.
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I. INTRODUCTION

Efficient ionic conductivity in crystalline materials depends
on a delicate balance of structural, chemical bonding, and
charge transfer factors. The study of Li ion conduction in
Li2SnO3 and Li2SnS3 provides an interesting example of these
factors with possible implications for a variety of technologies
including solid state batteries.

The crystal structure of Li2SnO3 and Li2SnS3 is related
to the structure of layered dichalcogenides such as SnS2

[1]. A patterned layer of the calcogenide is constructed by
systematically removing one-third of the Sn atoms within a
layer of SnS2, leaving star-shaped voids. Filling these voids
with Li results in a structure similar to the corresponding layers
in Li2SnO3 and Li2SnS3, as shown in Fig. 1. In SnS2 each
calcogen is bonded to three Sn atoms, while the void pattern
in Li2Sn(O/S)3 allows for each calcogen to be bonded to two
Sn atoms. As will be discussed in more detail in Sec. III, the
full structure of Li2Sn(O/S)3 includes a particular stacking
of the layers and the placement of interlayer Li sites [2–4].
Interestingly, a number of other Li ion conducting materials
have this same structure including Li2MnO3 and Li2TiO3 [5,6].

The conductivity of Li ions in Li2SnO3 has been measured
to be very small (10−8 S/cm at 290◦ C), although the activation
barrier for conduction is in a reasonable range [7]. One of the
interesting proposed uses for Li2SnO3 is as an anode material
for lithium ion batteries [8–10]. The mechanism involves the
material undergoing an irreversible decomposition during the
first lithiation of the material forming a composite of Li2O
and LixSn. Li2O serves to buffer the volume expansion of
the active anode material LixSn. Li2SnO3 is among other tin
based electode materials with a similar mechanism such as
SnS2, SnO, and SnO2 [8,11,12]. By contrast, Brant et al. [4]
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showed that Li2SnS3 has good ionic conductivity (10−5 S/cm
at 25◦ C). The lithiation properties of Li2SnS3 have not yet
been studied.

The purpose of the present study is to computationally
examine both Li2SnO3 and Li2SnS3 in order to understand
the mechanisms for Li ion migration, the lithiation processes,
and the interface properties. The remainder of the paper is
organized as follows. Section II details the computational
methods used in this work. Structural details are presented in
Sec. III while Li ion migration in the stoichiometric materials
are presented in Sec. IV. Models of the lithiation processes
are presented in Sec. V and interfaces with vacuum and with
Li metal are discussed in Sec. VI. Section VII contains the
discussion and conclusions. Some of the structural details are
given in the appendix.

II. METHODS

The computational methods used in this work were based
on density functional theory [13,14] implemented with the
projector augmented wave formalism (PAW) [15]. The PAW
atomic data sets were calculated using the ATOMPAW code
[16] and the materials simulations were performed using the
QUANTUM ESPRESSO software package [17]. The local density
approximation exchange correlation functional (LDA) [18,19]
was used throughout all calculations. The minimum energy
path for Li ion migration was estimated using the “nudged
elastic band” (NEB) method [20–22] as programmed in the
QUANTUM ESPRESSO package, using five images between each
metastable configuration. In modeling charged defects (Li ion
vacancies or interstitials), the system was assumed to remain
electrically insulating and a uniform background charge was
added in order to evaluate the electrostatic interactions. The
partial density of states 〈Na(E)〉 were calculated as described
in previous work [23,24], using weighting factors based on the
charge within the augmentation spheres of each atom with radii
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FIG. 1. (a) Planar projection of ball and stick model of a single
layer of SnS2 with gray and yellow balls representing Sn and S,
respectively. Lines indicate the two-dimensional (hexagonal) unit
cells. (b) Planar projection of ball and stick model of a single layer
of Li2SnO3, excluding the interlayer Li sites. This structure has
two inequivalent Sn sites indicated with two shades of gray, three
inequivalent O sites indicated with three shades of red, orange, and
pink, and one Li inequivalent intralayer Li site indicated with light
blue. Lines indicate the boundaries of the two-dimensional unit cells.

rLi
c = 1.6, rSn

c = 2.3, rO
c = 1.2, and rS

c = 1.7 in bohr units. The
reported 〈Na(E)〉 curves are averaged over all sites of type a.
The isosurfaces of electron density were computed using the
PWPAW code [25] and visualized using OPENDX [26]. Structural
visualizations used the XCRYSDEN code [27,28] and the VESTA

code [29].
Integrals over the Brillouin zone used a Gaussian smearing

factor of 0.001 Ry and a uniform grid of 4 × 2 × 2 Bloch
vectors k for the conventional unit cells. Supercell simulations
used consistent k-point sampling. For evaluating the partial
densities of states, the k-point sampling was increased by a
factor of 2 in each dimension. The plane wave expansions of
the electron wave functions included reciprocal lattice vectors
G such that |k + G|2 � 64 bohr−2. Most of the defect studies
were modeled using 2 × 1 × 1 supercells. Spot checks of finite
size errors show them to be approximately 0.02 eV for the NEB
calculations and for the relative energies of point defects.

III. STRUCTURE

The crystal structures of Li2SnO3 [2] and Li2SnS3 [4]
are very similar, both having the centered monoclinic space
group C2/c (No. 15 as listed in the International Table
of Crystallography [30]). The materials are layered in the
a-b planes with an A-B stacking sequence. The A and B
layers are geometrically equivalent but differ by an inversion.
Visualizations of the structure are shown in Fig. 2 from two
different perspectives. The layered structure of Li2SnS3 was
described by Kuhn et al. [3] as Li[Li 1

3
Sn 2

3
S2], with the outer Li

representing the planes of Li and the inner bracket representing
the layers of the complex of tin sulfide plus Li. Using this same
notation Li2SnO3 can be described as Li[Li 1

3
Sn 2

3
O2].

The crystal axes and angle are labeled a, b, c, and β.
Computational and experimental results for lattice parameters

FIG. 2. Ball and stick model of Li2SnS3 with lithium light gray,
tin dark gray, and sulfur yellow. Site labels di , fi , and ei reference
possible lithium vacancy conduction pathways with the letter being
the Wyckoff label. (a) and (b) Show different viewpoints as labeled
by the corresponding axes to the left. This figure is geometrically
representative of Li2SnO3 as well.

are listed in Table I. When scaled by 1.02 to compensate for
the systematic LDA lattice contraction, the calculated results
agree well with the experimental measurements. The fractional
coordinates for the structures are presented in Appendix A. The
electronic structures including band structures and densities of
states were previously reported [4].

TABLE I. Computational and experimental lattice parameters for
Li2SnO3 and Li2SnS3. Experimental results for Li2SnO3 and Li2SnS3

are from Refs. [31] and [4], respectively.

Lattice(Å,◦) Comp. Expt.

Li2SnO3 a 5.22 5.3033(2)
b 9.06 9.1738(3)
c 9.78 10.0195(2)
β 100.31◦ 100.042(2)◦

Li2SnS3 a 6.30 6.3964(5)
b 10.91 11.0864(9)
c 12.15 12.405(1)
β 99.94◦ 99.867(5)◦
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TABLE II. Relative energies (in eV) of lithium ion vacancies
with the zero of energy set to the lowest energy vacancy for each
material calculated in a 2 × 1 × 1 supercell. The site labels refer to
the Wyckoff letters for the distinct Li sites.

Material d site f site e site

Li2SnO3 0.11 0.09 0
Li2SnS3 0 0 0.35

In preparation for studying Li ion conduction and lithiation
in these materials, the energies of relaxed ideal point defects
in 2 × 1 × 1 supercells were studied. Table II lists the relative
energies of the inequivalent Li ion vacancies. It is of interest
to note that the most favorable vacancy in Li2SnO3 is located
at an e site while in Li2SnS3 the e site is the location of the
least energetically favorable vacancy. Interstitial defects were
also studied. In a search of the void regions of the crystal,
only one unique site for a stable interstitial defect was found
in each material. Within the conventional cells, the interstitial
sites have multiplicity and Wyckoff label 8f and are located
at the fractional coordinates (0.066, 0.093, 0.425) and (0.062,
0.086, 0.430) for Li2SnO3 and Li2SnS3, respectively. In both
materials, the interstitial sites are located near the Li e sites of
the host lattice, displaced along the c axis above and below the
[Li 1

3
Sn 2

3
(O/S)2] layers.

The literature has identified several other defects in both
materials [3,4,31,32]. These defects include Li/Sn antisites
and stacking faults. These defects can be important factors in
both Li ion migration and lithiation processes.

IV. ION MIGRATION

Li ion conductivity has been experimentally measured for
stoichiometric Li2SnO3 and Li2SnS3 [4,7]. The conductivity
can be modeled by an Arrhenius relationship in the form of
Eq. (1):

σ = A

T
e−Ea/kT . (1)

In this equation A is a constant, T the temperature in Kelvin,
k the Boltzmann constant, and Ea the activation energy for Li
ion conduction. The activation energy Ea is a parameter that
is determined experimentally by analyzing the temperature
dependence of the conductivity and can be theoretically
approximated through Eq. (2):

Em � Ea � Em + Ef

2
. (2)

The migration energy Em is the lowest energy barrier for Li
ion conduction approximated using NEB calculations. The
formation energy Ef is the energy of creating a vacancy
interstitial pair calculated using Eq. (3), with Edefect and Eperfect

being total density functional energies in equivalent supercells
of the structurally relaxed vacancy interstitial pair and the
perfect crystal, respectively:

Ef = Edefect − Eperfect. (3)

In Eq. (2) the lower limit represents the “intrinsic” case where
the material has a large population of native vacancy interstitial

defects and the upper limit represents the “extrinsic” case
where material has few native vacancy interstitial defects [33].
Additionally, real materials can have other defects such as
Li/Sn antisite defects and stacking faults which can be detected
by x-ray analysis. For the case of Li2SnO3, several samples
were studied by Teo et al. [7]. The sample with the lowest Ea

and highest conductivity had the sharpest and most complete
diffraction peaks. This indicates that this sample is relatively
free of these Sn/Li antisite and stacking fault defects [31].

In computationally determining Em for the vacancy mech-
anism, suitable pathways were chosen along the main axes
of the 2 × 1 × 1 supercell. Two pathways corresponded to
migration in the a-b plane in the Li layers between the main
[Li 1

3
Sn 2

3
(O/S)2] layers of the material, while the other was

a spiral along the c axis through the [Li 1
3
Sn 2

3
(O/S)2] layers.

Geometrically identical pathways were investigated in the two
materials using the vacancy labels shown in Fig. 2. The paths
in the figure are labeled by their Wyckoff label and numeric
identifier. Table II gives the relative energies for the vacancies
on the Li site types. The results for the NEB calculations
showing the energy landscape connecting the images for
the relaxed vacancy configurations are displayed in Fig. 3.
The desired quantity from these plots is Em and it is found
by searching for the path with the lowest energy difference
between highest and lowest energy along the path. The results
for vacancy migration in Li2SnS3 are relatively large with
migration barriers of 0.6–0.7 eV for all of the paths. By contrast
Li2SnO3 shows an interesting result of having Em = 0.3 eV
along the c axis while the other paths have Em = 0.8–0.9 eV.

In this study, no viable pure interstitial conduction mech-
anisms were found. On the other hand several viable intersti-
tialcy [34] mechanisms were found; the most favorable path is
shown in Fig. 4. An interstitialcy mechanism is one in which
an interstitial ion moves into a host lattice site as that host
lattice ion moves to an adjacent interstitial location. In Fig. 4
the two unique steps of the path are labeled as “a” and “b”
and shown from two viewpoints. In the “a” step, an interstitial
ion moves onto a host e site as that e-site ion moves to the
neighboring interstitial site. In the “b” step, the interstitial ion
moves to the nearest host d site as that d-site ion moves to the
nearest interstitial site. It is the “a” step that allows the Li ion
to move through the [Li 1

3
Sn 2

3
(O/S)2] layers. The results for

the NEB calculations in Fig. 4 show that for both Li2SnO3 and
Li2SnS3, this interstitialcy mechanism is the most favorable
mode of Li ion conduction. The Em values for this most
favorable interstitialcy mechanism is 0.14 eV for Li2SnO3 and
0.22 eV for Li2SnS3. Interestingly the “a” step in this process
has a markedly smaller barrier than the “b” step for Li2SnO3,
while for Li2SnS3 both steps have approximately the same
barrier. The other less favorable interstitialcy mechanisms had
Em values of 0.46 eV for Li2SnO3 and 0.59 eV for Li2SnS3.
These mechanisms had equivalent “a” steps as in Fig. 4 but the
“b” step was different by the involvement of host f-site ions
moving to neighboring interstitial sites.

To compare the most favorable Em for the vacancy and
interstitialcy mechanisms with experiment, the inequality in
Eq. (2) is used. To estimate the interstitial-vacancy pair
formation energy Ef , Eq. (3) is used. Edefect is determined from
metastable configurations of a host lattice Li ions displaced
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FIG. 3. Energy path diagrams for vacancy migration calculated
using NEB with Li2SnO3 (red) and Li2SnS3 (blue). Path labels refer
to the site labels in Fig. 2. The zero of energy for each curve has been
set to the lowest energy of that path. Migrations along the a, b, and c

axes are shown in plots (a), (b), and (c), respectively.

into an interstitial site. From these results, the lowest Ef

for a vacancy interstitial pair was 1.25 eV for Li2SnO3 and
0.96 eV for Li2SnS3. If a large population of defects is present
in the material, it is expected for Ea to be closer to Em,
while if very few are present Ea is expected to be closer to
Em + Ef

2 . The results are listed in Table III. The experimental
values of Ea for both samples are best explained by the
interstitialcy mechanism using the upper limits of Eq. (2).
This infers that these samples have a small number of native
vacancy-interstitial defects.

V. LITHIATION

A. Geometrical structures

Several authors have studied lithiation of Li2SnO3 [8–10]
and have shown lithium can be absorbed into the material.
Experimental lithiation of Li2SnS3 has not been reported in

FIG. 4. (a) Ball and stick model for the interstitialcy Li ion
conduction mechanism in Li2SnS3 using the same ball conventions
as in Fig. 2. This figure is geometrically representative for the same
conduction mechanism in Li2SnO3. (b) Energy path diagrams for
interstitalcy Li ion migration using red for Li2SnO3 and blue for
Li2SnS3. The labels a and b above the diagrams in (a) and the
path labels in (b) refer to the two unique steps of this interstitialcy
mechanism.

the literature. In order to model a possible mechanism of
the lithiation for Li2SnO3 and Li2SnS3, a bulk intercalation
process was assumed. This process involved placing excess
lithium in the lattice of interstitials given by the coordinates in
Sec. III. There are eight interstitial sites per conventional cell.

TABLE III. Calculated lower an upper bound for Ea from Eq. (2)
using the most favorable Em for the vacancy and interstitialcy
mechanisms along the indicated axis. Listed experimental results
are from Refs. [7] and [4], respectively. All energies given in eV.

Li2SnO3 Em Ea Em + Ef

2
Vacancy (c axis) 0.28 � Ea � 0.91
Interstitialcy (c axis) 0.14 � Ea � 0.77
Experiment 0.69–0.91

Li2SnS3 Em Ea Em + Ef

2
Vacancy (b axis) 0.61 � Ea � 1.07
Interstitialcy (c axis) 0.22 � Ea � 0.68
Experiment 0.59
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FIG. 5. Ball and stick models of optimized structures for
Li2+xSnO3 in (a) and Li2+xSnS3 in (b) for indicated values of x.
Li, Sn, O, and S are represented by blue, gray, red, and yellow balls,
respectively.

Initially a random sampling of configurations of lithium
placed in the interstitial sites for 2 × 1 × 1 supercells were
optimized with full structural relaxations for 0 � x � 1 in
Li2+xSn(O/S)3. The limit x = 1 corresponds to filling all
available interstitial sites defined for the perfect lattice. A
sample of these configurations over the concentration range
is shown in Fig. 5. It is shown in Fig. 5(a) that Li2+xSnO3

gradually becomes disordered as x increases. Qualitatively
the material could be described as experiencing an amorphous
transition at x ≈ 0.75, which is consistent with the findings
of Zhang et al. [9] who show that Li2+xSnO3 loses its
diffraction peaks in the range 0.75 � x � 5. Figure 5(b)
shows that the computed model of Li2+xSnS3 is stable up
to x = 1. Analysis of the change in cell parameters is given in
Appendix B. The lattice of Li2+xSnO3 expands monotonically
with concentration along all axes for 0 � x < 0.5. For 0.5 �
x � 1 the expansion continues to be monotonic but there
is a large variability in the cell parameters. The lattice of
Li2+xSnS3 expands monotonically across all axes for 0 �
x � 1 with relatively small variability in the results due to
Li configurations.

B. Electronic structures

Partial density of states calculations in the range 0 � x �
1 are shown in Figs. 6 and 8. The partial density of states

FIG. 6. Partial density of states for Li2+xSnO3 with the zero of
energy set to the top of the occupied valence band of the pure material.
In addition to the partial density of states for the perfect crystal, a
sample of results for x = 0.25,0.5,0.75, and 1.0, calculated within the
2 × 1 × 1 supercell, are presented in separate panels. For visibility,
the lithium curves were scaled by a factor of 5.

for x = 0 for both materials agree with those presented by
Brant et al. [4] While the calculational methods are known
to underestimate the energies of the band gaps, the relative
energies are expected to be well represented.

Pristine Li2SnO3 is found to have a relatively large band
gap (roughly 4 eV). For x > 0, an occupied impurity-like
band appears within the original band gap for Li2+xSnO3.
The impurity band moves towards the top of the valence as x

increases, as shown in Fig. 6.
In order to get a better idea of the nature of the “gap states”

in Li2+xSnO3, an example of a x = 0.25 configuration within
the conventional cell was modeled and the results are shown
in Fig. 7. Isosurfaces of the electron density associated with

FIG. 7. Ball and stick diagram of an orthorhombic section of a
unit cell of Li2.25SnO3 with Li, Sn, and O indicated with blue, gray,

and red balls, respectively. Isosurfaces bounding the 0.1e/Å
3

density
level of the states associated with the excess electrons are indicated
in green. The orientation is similar to that of Fig. 2(b).
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FIG. 8. Partial density of states for Li2+xSnS3 with the zero of
energy set to the top of the occupied valence band of the pure material.
In addition to the partial density of states for the perfect crystal, a
sample of results for x = 0.25,0.5,0.75, and 1.0, calculated within the
2 × 1 × 1 supercell, are presented in separate panels. For visibility,
the lithium curves were scaled by a factor of 5.

the occupied intercalation states are shown. In this case, the
intercalation density is localized primarialy on O sites near
one of the Sn sites which has a broken Sn-O bond.

By contrast, pristine Li2SnS3 is found to have a small
band gap (roughly 1 eV), due to unoccupied conduction bands
formed from the hybridization of Sn 5s and S 3p orbitals. For
x > 0, the excess electrons of Li2+xSnS3 occupy the available
conduction states with little change in the shapes of the partial
densities of states curves, as shown in Fig. 8.

Figure 9 illustrates the isosurfaces for the excess electron
charge density in Li2+xSnS3 for two selected configurations at
x = 0.5 and x = 1.0 in the conventional cell. The form of the
isosurfaces is consistent with an antibonding hybridization of
the Sn 5s and S 3p states that make up the conduction band.

FIG. 9. Ball and stick diagrams of an orthorhombic section of unit
cells of Li2.5SnS3 (a) and Li3SnS3 (b), with Li, Sn, and S indicated
with blue, gray, and yellow balls, respectively. Isosurfaces bounding
the 0.03e/Å3 density level of the states associated with the excess
electrons are indicated in green. The orientation is similar to that of
Fig. 2(b).

In the x = 1 case the isosurfaces for the two layers are related
by an inversion consistent with the symmetry of the lattice.

C. Voltage profiles

The average open cell voltage of the compound
Li2+xSn(O/S)3 lithiated with x Li ions per formula unit versus
bcc lithium metal can be approximated by [35]

Vavg(x) = −�E

x
=

∫ x

0 dx ′Vobs(x ′)
x

. (4)

For computational reasons, it is convenient to calculate
the averaged voltage between the two intercalation limits
Li2Sn(O/S)3 and Li2+xSn(O/S)3 and Eq. (4) can be used
to relate the result to an experimental voltage Vobs(x). The
approximation assumes that the internal energy difference �E

is a good approximation to the Gibbs free energy difference
�G where �G = �E + P�V − T �S. This implies that
P�V and T �S as small compared with �E. We further
approximate �E by its value at T = 0 K.

In practice, for a given value of x there are many possible
configurations (σ ) of the lithium interstitials. Each of these
configurations will have a configuration dependent internal
energy difference �Eσ (x) given by

�Eσ (x) = Eσ
Li2+xSn(O/S)3

− ELi2Sn(O/S)3
− xELibcc . (5)

The internal energy difference of the system can be determined
by averaging over all of the configurations,

�E(x) =
∑

σ

�Eσ (x)Pσ (x), (6)

where Pσ (x) denotes the probability of any given configuration
σ at Li concentration x.

Open cell voltages are equilibrium processes so the prob-
abilities can be approximated by a Boltzmann distribution at
temperature T :

Pσ (x) = e−�Eσ (x)/kT

Z(x)
where Z(x) =

∑

σ

e−�Eσ (x)/kT .

(7)

Here k denotes the Boltzmann constant and Z(x) denotes the
partition function. In practice, it is difficult to sample enough
configurations to evaluate the probabilities in Eq. (7) using first
principles alone. However, qualitative information is readily
available from samples of the configuration and concentration
dependent voltages Vσ (x) defined as

Vσ (x) = −�Eσ (x)

x
, (8)

and presented in Figs. 10 and 11. In Fig. 10, the simulations
were done using 2 × 1 × 1 supercells. For each concentration
x with 0.0625 < x < 1, two randomly chosen configurations
σ were computed. For x = 0.0625 and x = 1 only one
unique configuration is possible for these supercells. Figure 11
includes results from a variety of supercells. The results for
0.0625 < x � 0.5 all had their initial configurations chosen
randomly aside from the special case of Vσ (x = 0.25) =
0.53 V.

Due to its stable interstitial lattice, to interpret the results for
Li2+xSnS3, the ideas of cluster expansion [36] can be used. The
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FIG. 10. Sampling of Vσ (x) calculated with Eq. (8) for Li2+xSnS3.

idea of a cluster expansion is to expand �Eσ (x) over a set of
configuration variables σi..σk and effective cluster interactions
Ei..k as in Eq. (9):

�Eσ (x) =
∑

i

Eiσi +
∑

i,j

Eijσiσj +
∑

i,j,k

Eijkσiσjσk.... (9)

The Ei , Eij , and Eijk ... terms represent the lattice site, pairwise
interaction, and three site interactions, respectively. For this
system, the Ei terms are all equivalent due to the interstitial
sites being geometrically equivalent. If the Ei terms are
concentration independent and if higher order terms Ei..k are
small, then �Eσ (x) can be approximated by Eq. (10):

�Eσ (x) ≈
∑

i

Eiσi ∝ xEi. (10)

This implies that a plot of Vσ (x) will be approximately constant
over x and σ . The plot in Fig. 10 shows this behavior so
we can infer that in Li2+xSnS3 the lattice site interaction
is concentration independent and is large compared to the
pairwise and higher interactions. For this constant voltage case,
we can predict that the measured voltage will be Vobs(x) ≈
1.2 V.

While there has apparently not yet been an experimental
measurement of the intercalation voltage of Li2+xSnS3, there
have been several measurements of the intercalation voltage

FIG. 11. Sampling of Vσ (x) calculated with Eq. (8) for Li2+xSnO3.

of Li2+xSnO3 reported in the literature [8–10]. The literature
results find Vobs(x) to be a decreasing function of x with Vobs(x)
varying from ∼1.0 V to ∼0.4 V for 0 � x � 0.5. By contrast,
the simulation results for the concentration and configuration
dependent voltages Vσ (x) shown in Fig. 11, together with
Eqs. (4) and (6), indicate that the intercalation voltage for
Li2+xSnO3 is predicted to be an increasing function of x.

Some details of this apparent discrepancy between the sim-
ulation results and experiment are as follows. For Li2+xSnO3

the limits of x for the voltage calculations were restricted to
0 � x � 0.5. This was done because the breakdown of the
lattice makes the voltage approximation less applicable due to
increasing entropy and that as the system becomes disordered
the configurational space becomes much larger. Even for the
0 � x � 0.5 range, the lattice of interstitials can be described
as metastable, so that an analytic cluster expansion [36] such
as given in Eq. (9), is not well defined for Li2+xSnO3. For the
calculated range of 0 � x � 0.5 seen in Fig. 11, the results
must be analyzed qualitatively keeping in mind that results
higher in voltage for a particular x are more probable. Esti-
mating the concentration and configuration averaged voltage
from Vσ (x) given in Fig. 11 shows that the simulations predict
a voltage which increases with x. For 0 � x � 0.5, the voltage
can be estimated as roughly 0.1 V � Vavg(x) � 0.6 V. It
is notable that at the low concentration of x = 0.0625, the
voltage is predicted to be ∼0.9 V below that of experiment.
In order to thoroughly study this particular concentration,
22 calculations were performed with a variety of supercells
(1 × 1 × 4, 2 × 2 × 1, 2 × 1 × 2, 4 × 2 × 1). This was done
to qualitatively study the Li-Li interactions on the interstitial
lattice. Pair interactions were thoroughly studied, a sample of
short- to mid-range three site interactions, some close ranged
four site, and the possibility of staging into the layers. The
results suggest it is unlikely that the large gap with experiment,
at this particular x = 0.0625 concentration, can be explained
by simply not having sampled the right configurations. The
special result Vσ (x = 0.25) = 0.53 V was a configuration of
four favorable pairs of Li interstitials identified while studying
the x = 0.0625 case, dispersed uniformly in a 2 × 2 × 1
supercell. The converged configuration retained the Li pair
structure, but the resulting voltage cannot be explained by the
Li pair interactions found at x = 0.0625. This illustrates the
concentration and configuration dependence of the voltage for
this system.

In an effort to understand the discrepancy between the
calculated voltage and experimental voltage for Li2+xSnO3,
crude modeling of defects and their effect on voltage was
done. The defects accounted for were antisite defects and
stacking faults, both studied in the literature [31,32]. A
brief study of the formation energy of Sn/Li antisite defects
were calculated for a particular Sn(4e) site, in a 2 × 1 × 1
supercell, swapped with its nearest 8f, 4d, or 4e lithium
host lattice sites. Using Eq. (3) the formation energies for
the Sn(4e)-Li(8f,4d,4e) antisite defects were calculated to
be 2.3, 1.6, and 1.8 eV, respectively. The Sn(4e)/Li(4d) was
found to have the lowest formation energy and chosen for the
model. This Sn(4e) site was equivalent to the (0.00, 0.749,
0.25) tin site listed in Appendix A. For a stacking fault a
2 × 1 × 1 supercell was used with the uppermost (along the
c axis) [Li 1

3
Sn 2

3
O2] plane shifted by the [ 1

2 , 1
6 ,0] suggested
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FIG. 12. Sampling of Vσ (x) calculated with Eq. (8) for Li2+xSnO3

with antisite and stacking fault defects. Red stars represent results
in the presence of Li/Sn antisite defects. Black diamonds represent
results in the presence of stacking faults.

by Tarakina et al. [31] as the most probable with a 40%
likelihood. Our simulation is a coarse approximation with 50%
stacking faults imposed on every other [Li 1

3
Sn 2

3
O2] plane.

Using Eq. (3) the formation energy of this configuration is
0.01 eV. Figure 12 shows a sampling of Vσ (x) for both
of the defective structures. It is shown in these results that
Sn/Li antisite defects can have a large impact on the voltage
and greatly improves correspondence with experiment. The
stacking fault results show very similar results to the voltage
profiles of the simulations without stacking faults shown in
Fig. 11.

VI. SURFACES AND INTERFACES WITH LITHIUM

The purpose of studying surfaces and interfaces for
Li2SnO3 and Li2SnS3 is to explore their interaction with
lithium at the surface. Transmission electron microscopy im-
ages of Li2SnO3 reported by Wang et al.[10] show nanoflakes
with their exposed surface in the a-b plane. Motivated by this
observation, only surfaces and interfaces in the a-b plane were
studied.

A. Surface simulations

Surface simulations were performed using the slab geom-
etry shown in Fig. 13. The supercells were simulated using
fixed lattice constants based on the 1 × 1 cell in the a-b
plane using the optimized a and b lattice constants and a
slab thickness determined by n = 4 as defined in Fig. 13,
corresponding to 20 formula units of Li2+xSn(O/S)3. The
vacuum distance separating the periodic slabs was chosen to
be 15 Å for Li2+xSnO3 and 18.7 Å for Li2+xSnS3.

A convenient measure of surface stability is the surface
energy which can be defined according to

γ = Eslab − NEbulk − xELi

2A . (11)

Here Eslab and Ebulk denote the total electronic energies of
the slab and of the bulk Li2Sn(O/S)3, respectively. N is the
number of formula units in the slab and ELi denotes the total

FIG. 13. Schematic diagram of surface geometries for
Li2+xSn(O/S)3 slabs in vacuum. Here x represents the excess lithium
per formula unit and is assumed to be distributed equally on the
two surfaces. The variable n determines the thickness of the slab.
The normalizing factor α = 3

2(n+1) is introduced so that the diagram
corresponds to one unit of Li2+xSn(O/S)3.

energy per atom of bcc Li. A denotes the area of a single
surface plane in the simulation cell.

For this surface geometry, the stoichiometric surface (x =
0) is missing half of its Li sites. For convenience, the
simulations assumed that the missing sites were distributed
evenly over the two simulation surfaces. For the chosen
supercell, simulations with two, four, and six extra Li atoms
correspond to x = 0.1,0.2, and 0.3, respectively. Figure 14
shows the results for the surface energies of Li2SnS3 and
Li2SnO3. This figure shows both materials tend to lower their
surface energy when absorbing lithium, which is indicative of
a favorable process.

FIG. 14. Surface energies as a function of x as defined in Eq. (11)
with Li2+xSnO3 shown as red squares and Li2+xSnS3 with blue
diamonds. For all concentrations except Li2.3SnS3, two or more
configurations were modeled.
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FIG. 15. Optimized surfaces for Li2+0.3SnO3 with different initial
positions. In (a), the initial surface Li positions were the ideal bulk
lattice sites. In (b), random noise added to the surface lithium sites.

Multiple metastable configurations were found for excess
Li concentrations x > 0 as indicated in Fig. 14. An interesting
example is shown in Fig. 15 which shows two configurations
of Li2+0.3SnO3. The configuration shown in Fig. 15(a) was

FIG. 16. Partial densities of states for (a) ordered [correspond
to Fig. 15(a)] and (b) disordered [corresponding to Fig. 15(b)]
Li2+0.3SnO3 surfaces. In each plot, the Li contribution has been scaled
by 5.

FIG. 17. Partial densities of states for a Li2+0.3SnS3 surface. In
this plot, the Li contribution has been scaled by 5.

optimized from the ideal bulk positions of the surface Li
sites. The configuration in Fig. 15(b) was optimized from
randomized positions of the surface Li sites and has a lower

value of γ by 1 meV/Å
2
. The corresponding partial densities

of states plots for these two cases are shown in Fig. 16. These
results show that the metastable ordered configuration has a
partial density of states much like that of the bulk lattice with
the Fermi level raised to within the conduction band due to
the excess Li atoms at the surface. The relaxed configuration
shows new states within the bulk band gap which are due to
broken Sn-O bonds.

Less variation in the surface geometries and energies were
found for the Li2+xSnS3 simulations. The partial density of
states are shown in Fig. 17. In this case, the density of states
is similar to that of the bulk with the Fermi level located
within the Sn-S conduction band due to the excess surface Li
atoms. The shift in the energies of the conduction band states
is localized to the surface layer Sn 5s states.

B. Interface simulations

To further explore the interaction of these materials with
lithium interface calculations were done with bulk lithium
using slab geometry. The converged results from the x = 0.3
surface calculations, with lithium left in their native positions
from the layers, were used as the starting point for these
simulations. The vacuum of these relaxed surface calculations
were filled with 30 Li atoms distributed uniformly and at
a density that is approximately that of bulk lithium. These
structures were optimized with fixed lattice parameters in the
layer planes while the supercell dimension perpendicular to
the layers was allowed to vary.

FIG. 18. Ball and stick model of the optimized ideal interface of
Li2SnO3/Li. Li, Sn, and O are indicated with blue, gray, and red balls,
respectively.
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FIG. 19. Partial densities of states of regions of the optimized
interface of Li2SnS3/Li (with Li contributions scaled by a factor of
5). The corresponding ball and stick model of the optimized geometry
is shown on the right of the diagram with Li, Sn, and S indicated with
blue, gray, and yellow balls.

Figure 18 shows the optimized geometry for the ideal
Li2SnO3/Li interface. In this case, the converged geometry
of the lithium slab resembles that of bcc lithium, skewed by
the interface boundary. While this ideal interface has been
found, it is metastable relative to the formation of Li2O. For
example, displacing one of the surface O sites into the lithium
slab generally results in a lower energy structure (by 1.5 eV in
one example) with broken Sn-O bonds.

Figure 19 shows the optimized geometry for the Li2SnS3/Li
interface, showing that Li2SnS3 undergoes a decomposition at
the surface. In order to examine the Li2SnS3/Li in greater
detail, partial densities of states from four different sections of
the calculation slab were analyzed as shown in Fig. 19. The
top section represents pure metallic Li. The second section
resembles Li2S, while the third section shows nonstoichio-
metric LixSnSy . The central layer of the slab represents bulk
Li2SnS3.

VII. DISCUSSION AND CONCLUSIONS

The results of these simulations show that, despite the
fact that the porous layered calcogenide materials Li2SnO3

and Li2SnS3 both have the same crystal structure based on
the space group C2/c, they have very different responses
to excess Li. An important component of the explanation
is the qualitative differences in the band structures of the
two materials. Li2SnS3 has an unoccupied conduction band
formed from Sn 5s and S 3p states [4] located 1 eV above
the valence band. The simulations for Li2+xSnS3 show that
these bands readily accommodate the excess electrons from
lithiation. Figure 9 shows isosurface plots for electrons within
this band for particular configurations of the lithiated material
for x = 0.5 and x = 1, illustrating the antibonding Sn 5s and
S 3p states. A consequence of this lithiation mechanism is
the predicted constant voltage versus Li concentration x as
shown in Fig. 10. By contrast, in Li2SnO3 the corresponding
bands for Sn 5s and O 2p states lie much higher in energy. The

TABLE IV. Fractional coordinates (x,y,z) of unique atoms in
the conventional unit cells of Li2SnO3 and Li2SnS3 compared
with experimental measurements reported by Refs. [2] and [4],
respectively. The “site” column lists the site multiplicity and Wyckoff
label. In order to more easily compare the two structures, the crystal
origin chosen by Ref. [4] for Li2SnS3 was shifted by (0, 1

2 , 1
2 ).

Atom Site Comp. Expt.

Li2SnO3 Li 8f (0.232, 0.077,−0.001) (0.239, 0.078,−0.001)
Li 4e (0.000, 0.085, 0.250) (0.000, 0.083, 0.250)
Li 4d (0.250, 0.250, 0.500) (0.250, 0.250, 0.500)
Sn 4e (0.000, 0.417, 0.250) (0.000, 0.417, 0.250)
Sn 4e (0.000, 0.749, 0.250) (0.000, 0.751, 0.250)
O 8f (0.134, 0.258, 0.131) (0.134, 0.260, 0.133)
O 8f (0.114, 0.583, 0.131) (0.110, 0.584, 0.134)
O 8f (0.133, 0.909, 0.129) (0.135, 0.909, 0.133)

Li2SnS3 Li 8f (0.256, 0.085, 0.000) (0.253, 0.084, 0.000)
Li 4e (0.000, 0.083, 0.250) (0.000, 0.083, 0.250)
Li 4d (0.250, 0.250, 0.500) (0.250, 0.250, 0.500)
Sn 4e (0.000, 0.417, 0.250) (0.000, 0.417, 0.250)
Sn 4e (0.000, 0.750, 0.250) (0.000, 0.750, 0.250)
S 8f (0.132, 0.255, 0.128) (0.136, 0.258, 0.131)
S 8f (0.115, 0.583, 0.127) (0.112, 0.583, 0.131)
S 8f (0.132, 0.911, 0.126) (0.135, 0.908, 0.127)

simulation shows that the lithiation process is still energetically
favorable, but in order to accommodate the excess electrons,
new localized states are formed within the band gap of the
material. The simulations show that these states are typically
associated with broken Sn-O bonds such as shown in Fig. 7.

Calculations of the voltage versus lithium concentration
for Li2+xSnO3 shown in Figs. 11 and 12 demonstrate that
Li/Sn antisite defects can have a significant impact on the
voltage profiles. The results suggest that Li/Sn antisite defects
are present in the experimental samples presented in the
literature [8–10]. Preliminary computational results for Li/Sn
antisite defects in Li2+xSnS3 suggest their effects on the
voltage profiles are small. Our calculations for defect free
Li2+xSnS3 predict a constant voltage versus lithium concen-
tration, which has not yet been confirmed experimentally.
Assuming that the lithiation proceeds to the concentration of
x = 1 without interference from possible competing reactions,
the theoretical capacity is estimated to be 117 mAh/g.

For both materials, the most efficient ion migration
processes were shown to involve the interstitial sites in
interstitiacy mechanisms with net migration perpendicular to
the porous layers as shown in Fig. 4, finding Em = 0.14 eV and
Em = 0.22 eV for pristine Li2SnO3 and Li2SnS3, respectively.
Recently, nuclear magnetic resonance experiments on Li2SnO3

have detected signals corresponding to the three unique Li
sites, finding evidence for the predominant diffusion pathway
to occur perpendicular to the a-b layer planes [37]. This is
in qualitative agreement with the calculations, although the
analysis of the experiments did not involve consideration
of interstitial sites. Comparing the calculated results for
Em with activation energies Ea extracted from impedance
measurements, suggests that the bottleneck for ion migration
in the pristine materials is the formation of vacancy-interstitial
pairs. For lithiated Li2+xSnS3, we expect there to be a sizable
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FIG. 20. Percent change in volume for Li2+xSnO3 (red circles)
and Li2+xSnS3 (blue squares). Error bars are the standard deviation
of the mean.

population of interstitial Li ions so that their migration should
be dominated by Em. Further computational and experimental
investigations are needed to verify whether or not the activation
energy of lithiated Li2+xSnS3 has the expected small value of
Ea ≈ Em = 0.2 eV.

FIG. 21. Average cell dimensions (a) and angles (b) for
Li2+xSnO3. Error bars are the standard deviation of the mean.

FIG. 22. Average cell dimensions (a) and angles (b) for
Li2+xSnS3. Error bars are the standard deviation of the mean.

Simulations of surfaces and interfaces of these materials
suggest that it is energetically favorable to add a small amount
of excess Li at the surface, but the surfaces seem to be reactive
when interfaced with Li metal. While a metastable interface of
Li2SnO3/Li was found, displacing surface O atoms was found
to lower the energy of the model interface. The modeled inter-
face of Li2SnS3/Li found the likely formation of Li2S and the
breaking of Sn-S bonds. These simulations are very sensitive
to the initial model geometries. Additional simulations would
be needed to go beyond the qualitative observation that the
interfaces are reactive with respect to Li metal.
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APPENDIX A: STRUCTURAL DETAILS

For completeness, the unique positions of the atoms within
the conventional cells of Li2SnO3 and Li2SnS3 are listed in
Table IV. The calculated fractional coordinates agree well with
the experimental results. Additionally, after shifting the origin
of the coordinate systems, the two materials are shown to have
very similar fractional coordinates.

APPENDIX B: LITHIATION EFFECTS
ON CELL DIMENSION

The results presented here detail the lithiation studies
discussed in Sec. V A. Figures 20, 21, and 22 show changes

in volume and lattice parameters calculated from a ran-
dom sampling of configurations in 2 × 1 × 1 supercells. For
Li2+xSnO3, two or more configurations were sampled for
x > 0.0625. For x = 1, although there is only one ideal
configuration for the interstitial lattice, the system is highly
metastable such that a small displacement in the initial
ideal configuration results in significantly different optimized
lattice parameters. For Li2+xSnS3, two configurations were
sampled for 0.0625 < x < 1. For this system, the results
for each concentration are relatively insensitive to the initial
configurations of interstitial placements. The points on the
graphs represent simple averages and the error bars represent
the standard deviations of the mean from the those averages.
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