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Abstract

Research into solid electrolytes has recently attracted significant interest along with

the emerging demands of developing all-solid-state batteries with major benefits of

superior safety, high energy density, and long operation life. The general purpose of

this dissertation work is to apply first principles calculations and other computational

techniques to reliably explain and predict the detailed structural and ionic transport

properties of known and designed solid electrolyte materials. On this basis, five re-

search projects are incorporated into the present work. In the first project, we have

focused on Na4P2S6 and Li4P2S6 for which the structures optimized within the frame-

work of density functional theory with PBEsol and harmonic phonon approximations

agree with the experimental findings. Compared to the poor ionic conductor Li4P2S6,

Na4P2S6 appears to be a competitive electrolyte for Na ion batteries. Of particular

interest is that the Na ion conductivity can be enhanced by alloying Na4P2S6 with

Li to form new favorable electrolyte Li2Na2P2S6. In an effort to understand the dis-

continuities in the phonon dispersion curves of anisotropic ionic materials, the second

part of this work investigates in detail the coupling of long wavelength electromag-

netic waves with the vibrational modes of ionic crystals from some fresh perspectives.

We then modeled the stability and ionic conduction mechanisms of pure and doped

Li3BO3 and Li3BN2 crystals. By performing extended quasi-harmonic phonon anal-

ysis, the X-ray diffraction data of the corrected α form of Li3BN2 presents improved

agreement with the experimental measurements. Given that the Li ion migration

xiii



in the high ionic conducting phases of both materials proceeds most likely via va-

cancy mechanisms, we computationally substituted F for O in Li3BO3 and B for C

in β-Li3BN2 to introduce excess Li vacancies, finding increased ionic conductivity

relative to the pure compounds. Continuing computational efforts are devoted to

exploring the structural stability and diffusion mechanisms of lithium haloboracites

Li4B7O12Cl and Li5B7O12.5Cl. Although the two materials, both characterized by

rigid B-O frameworks, have remarkable similarities in atomic arrangements, our sim-

ulations show that they exhibit distinct performances as electrolytes. Further attempt

finds the Li ion conductivity can be promoted by substituting S for O in Li4B7O12Cl

to form Li4B7S12Cl. Our current efforts focus on the crystalline members of the

Li7.5B10S18X1.5 (X = Cl, Br, I) family, which are identified to be superionic conduc-

tors with measured room-temperature ionic conductivity on the order of 10−3 S/cm.

The preliminary simulations are consistent with the experimental report, indicating

that these materials are very promising solid electrolytes for possible use in solid-state

Li ion batteries.

xiv
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Background
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Chapter 1

Introduction

1.1 Fundamental understanding of Li ion batteries

A lithium (Li) ion battery is a leading type of rechargeable battery that stores and

releases energy by Li ions moving between the two terminals of the electrochem-

ical cell. Due to their superior advantages, lightweight, high energy density, stable

performance, long battery life, etc., Li ion batteries are widely used in various applica-

tions, from portable electronic devices such as mobile phones and laptop computers

to large-capacity power sources needed for electric vehicles. In terms of lessening

world dependence on traditional fossil fuels, Li ion batteries play an important role

in energy storage technologies used with renewable solar and wind resources, to make

a fossil-fuel-free society possible. As the most essential energy transport and storage

medium at present, Li-ion batteries have benefited the intelligent life of human beings

and are benefiting the world in unpredictable ways with the continuous improvement

of battery performance.

The story of exploring Li ion batteries goes back to the energy issues caused by

the oil crisis in the 1970s. In this context, Stanley Whittingham, who was working at

Exxon with the aspiration of developing fossil-fuel-free energy technologies, proposed
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the pioneering concept of Li ion batteries.4 He developed TiS2 as an intercalation

material accommodating Li ions as the positive electrode material and pure metallic

Li as the negative electrode material, to bring out the world’s first prototype Li

ion battery that can be charged and discharged with a voltage of 2 volts. In 1981,

John Banister Goodenough found that the layered positive electrode material LiCoO2

is more suitable for storing Li ions than TiS2 because of its high energy density.5

This innovation has enhanced the voltage of Li ion batteries to 4 volts, pushing

forward a significant step for the development of more robust and practical modern

batteries. Inspired by the discovery of Goodenough, Akira Yoshino6 patented the

first near-commercial Li ion battery. Instead of using the high reactivity of metallic

Li as the anode, he employed a safer carbon-based material called petroleum coke,

which also allows the insertion of Li ions. In 1991, the Li ion battery invented by

Akira Yoshino was successfully commercialized by Sony Corporation, marking the

large-scale commercialization of Li ion batteries. With more than three decades of

improvements in science and technology, Li ion batteries have made considerable

progress in terms of performance, cost, and safety and have revolutionized all aspects

of our daily life and industrial production. On October 9, 2019, the 2019 Nobel

Prize in Chemistry was awarded jointly to the three scientists mentioned above to

acknowledge their outstanding contributions in promoting the development of Li ion

batteries, which further affirmed the tremendous value of Li ion batteries in our era.

An individual electrochemical unit of a Li ion battery consists of three major

functional components: the positive electrode (cathode during discharge), the nega-

tive electrode (anode during discharge), and the electrolyte. While the positive and

negative electrodes are made up from different chemically active materials determin-

ing the energy density of the battery, the electrolyte provides a medium for Li ions

transfer between the electrodes. As a rechargeable battery, the conversion of chemical

energy into electrical energy and vice-versa in the cell of a Li ion battery is carried out
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by the transport of Li ions between two electrodes through the electrolyte. For this

reason, the Li ion battery is also commonly referred to as the “rocking-chair battery”

or “swing battery”. Customarily, the processes of Li ions moving in and out of the

structures of two electrode materials are called intercalation(insertion) and deinter-

calation(extraction), respectively. Taking LiCoO2 as the positive electrode material

and graphite as the negative electrode as an example,

Figure 1.1: Schematic of basic components and operation principle of a Li ion battery
cell with LiCoO2 as positive electrode and graphite as negative electrode. Reprinted
(adapted) with permission from Illa et al.1 Copyright 2018 Springer.

The corresponding chemistry (oxidation/reduction reactions) accompanied by Li

ion transport takes place according to the following equations7

Positive electrode LiCoO2

charge−−−−−⇀↽−−−−−
discharge

CoO2 + Li+ + e−

Negative electrode C6 + Li+ + e−
charge−−−−−⇀↽−−−−−

discharge
LiC6

Battery as a whole LiCoO2 + C6

charge−−−−−⇀↽−−−−−
discharge

LiC6 + CoO2

(1.1)

The movement of Li ions within the battery cell is driven by the potential difference

between the two electrode terminals upon charge and discharge. Specifically, when

the battery is charging up, the Li ions are deintercalated from the high-potential

positive electrode material, move internally through the electrolyte toward the neg-
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ative electrode, and sequentially insert into the pore spaces of the layered graphite

material. At the same time, the compensating electrons flow through the external

circuit generating the current. They combine with the graphite at the negative elec-

trode, forming neutral LiC6. When the battery is discharging, the character of each

electrode is switched, as the Li ions are extracted from the negative electrode, move

back to the positive electrode through the electrolyte, and revert to the original com-

ponent LiCoO2 together with the electrons flowing back through the external circuit.

During this process, the stored chemical energy is converted into electrical energy to

power the applied load. It can be seen that the charging-discharging cycle of a Li ion

battery is ideally reversible, including small structural variations of each fundamental

constituent during the process. Although for years of intense research, advanced elec-

trodes and electrolyte materials for Li ion batteries are continuously being discovered,

their overall structure and working principle have remained basically unchanged.

1.2 Electrolyte of Li ion battery

Li ion battery electrolytes can be grouped into liquid electrolytes, solid electrolytes,

and solid-liquid hybrid electrolytes that have been extensively studied recently. Act-

ing as a crucial medium for ionic conduction, the electrolytes for Li ion batteries

should satisfy the following stringent set of requirements:8–11 (1) Excellent ionic con-

ductivity with adequate diffusion of Li ions. Generally, the ionic conductivity of

commercial electrolytes ranges from 3 × 10−3 to 2 × 10−2 S/cm; (2) Electronically

insulating to avoid self-discharge of the battery cell; (3) Strong thermal stability at a

wide operating temperature range (-40 - 60 ◦C); (4) No substantial degradation due

to the electrochemical reaction over a broad potential window; (5) Certain mechanical

strength and elasticity for accommodating volume changes of the electrode materi-

als and to preserve the physical stability during operation; (6) Compatible interface
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with electrode materials to minimize Li ion transport resistance; (7) Environmentally

friendly, safe, non-toxic and non-polluting.

The Li ion batteries typically use organic liquid electrolytes containing a conduct-

ing Li salt, commonly LiPF6, dissolved together with various additives in an organic

solvent system such as cyclic carbonate (PC, EC), and chain carbonate (DEC, DMC,

EMC).8,12 While the conventional liquid electrolytes have significant merits of high

ionic conductivity, their drawbacks in terms of safety, such as leakage, corrosion, and

flammability are obvious and inevitable. In the case of experiencing external shocks

and collisions or operating in harsh conditions, there are risks of short circuits, over-

heating, overcharge, and so on. These may lead to accidents involving severe combus-

tion or explosion accidents with thermal runaway inside the battery. In addition, to

maximize the energy density of the existing battery system, it is preferential to employ

the pure Li metal as the anode material13,14 for its desirable attributes of lowest elec-

trochemical potential (-3.04 V versus the standard hydrogen electrode), lightweight

(0.53 g/cm−3), and ultrahigh theoretical specific capacity (3860 mAh/g). However,

there are some technical issues that must be addressed. For example in the case of

overcharged or charging too fast, some migrated Li ions may not be able to catch

up with the pace to access the void space of the negative electrode, forming metallic

Li by occasionally trapping electrons in the vicinity of the electrode-electrolyte inter-

face. The deposited “dead lithium” grows into dendritic crystals, commonly known as

dendrites,15,16 which will greatly reduce the battery capacity and the reversibility of

energy conversion. Furthermore, they may pierce the separator and results in safety

hazards.

Driven by the rapid development of electric vehicles and large-scale energy storage,

the construction of Li ion batteries with high energy densities has attracted more and

more interest from academia and industry. What comes along is that the higher the

energy density of the battery, the more critical it is to ensure operational safety. In
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Figure 1.2: Histogram of the number of solid electrolyte publications from the year
2011 to the year 2020. Results were obtained by searching for titles with “solid
electrolyte” in Web of Science core collection database.

this context, solid electrolytes that replace organic liquid electrolytes and separators

are expected to provide a viable solution to overcome the safety issues. Besides,

by assembling solid electrolytes with the high-potential positive electrodes and Li

metal negative electrodes, the resulting all-solid-state batteries are projected to bypass

the two critical bottlenecks, namely, narrow electrochemical window and low energy

density, of conventional Li ion batteries. Due to those distinctive features, there

has been a growing worldwide upsurge in research on solid electrolyte materials in

recent years, as quantified in Fig. 1.2. Specifically, the significant advantages of solid

electrolytes are:9,17,18 (1) Robust safety and high thermal stability for eliminating

potential safety hazards such as flammability, corrosion, volatilization, and leakage of

liquid electrolytes; (2) Large electronic band gaps leading to minimal conductivity due

to electrons; (3) Key component to forming all-solid-state batteries with competitive

energy density. Since there is no liquid content and the separator, together with the

metallic Li directly used as the negative electrode, the energy density of all-solid-state

batteries is remarkably enhanced, up to 400 Wh/kg of specific energy; (4) Excellent

structural rigidity and mechanical strength which can effectively inhibit the growth

of the Li dendrites and greatly improve the battery’s cycle performance and service
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life; (5) Superior chemical stability and physical stability; (6) Wide electrochemical

window of 5 V versus Li/Li+ or more.

However, there are still shortcomings for most solid electrolytes, such as high cost,

complicated production processes, low room-temperature ionic conductivity, poor

stability of the electrode-electrolyte interface, and large-scale grain boundaries, etc.,19

that dramatically hinder the practically achievable of solid electrolytes for commercial

use. Encouragingly, those challenges are met actively through joint intellectual efforts

from both theory and experiment. For example, researchers have been striving to

develop machine learning tools and other advanced computational techniques to gain

insights into structure−property relationships and to accelerate the discovery of new

materials with highly optimized properties.20,21

1.3 Categories of solid state electrolytes

The solid electrolyte materials with the most marketable prospects are generally clas-

sified into two main categories:22,23 solid polymer electrolytes and inorganic solid

electrolytes, while the latter being further subdivided into oxide and sulfide solid

electrolytes.

The solid polymer electrolytes, formed by diverse solvent-free alkali metal salts

dissolved into an organic polymer matrix, have been regarded as a promising solid

electrolyte candidate for Li metal battery following the detection of ionic transport

since 1970s.24 Primarily attributed to their great solvation power and compelling

capacity of ion transport,25 the polymer matrix composites include classic polyethy-

lene oxide (PEO), and its derivatives polypropylene oxide (PPO), polyacrylonitrile

(PAN), and polyvinylidene fluoride (PVDF), etc. are commonly adopted as solid

hosts to conduct ions through a segmental motion of the polymer chains.9,26 The

polymer-based solid electrolytes are recognized for having high safety, good flexibil-
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ity, excellent interface compatibility, and processability.27 However, the generally

low room-temperature ionic conductivity, as well as narrow electrochemical window,

remain to be improved in order to meet the needs of commercial applications.

The inorganic solid electrolytes cover a vast family of materials which are featured

most intuitively by structural distinctions. Among them, the earlier successfully de-

veloped LiPON (lithium phosphorus oxynitride) by Bates et al.28–30 at the Oak

Ridge National Laboratory in 1990s represents a typical class of inorganic oxide solid

electrolytes. The exploration of LiPON type electrolytes in terms of synthesis, prop-

erties, and electronic structure has been attracting substantial interest because of

the merits of high chemical statbility, reasonable ionic conductivity, and good com-

patibility with both metallic Li anode and a high voltage cathode.31–34 To date,

LiPON is still the best option to fabricate the all-solid-state thin film batteries and

has been commercialized for years.23 Motivated by the discovery of LiPON, there

are a number of attractive structural families of oxide-based electrolytes being ex-

tensively studied, including Li conducting garnets such as Li5La3M2O12 (M = Nb,

Ta) and Li3Ln3Te2O12 (Ln = Y, Pr, Nd, Sm−Lu),35 LISICON-like (Li superionic

conductor) of various variants of Li2+2xZn1−xGeO4 (−0.36 ≤ x ≤ 0.87),36 NASICON-

like (sodium superionic conductor) derived from the example structure with chemical

formula Na1+xZr2SixP3−xO12 (0 ≤ x ≤ 3),37 and perovskite such as Li3xLa2/3−xTiO3

(0.01 ≤ x ≤ 0.15) formed by Li ions being placed on the A-type site of the prototype

structure ABO3 (A = La, Sr, or Ca; B = Al or Ti).38

The inorganic sulfide solid electrolytes mainly contain crystalline thio-LISICON-

type LGPS with orthorhombic β-Li3PS4 structure and amorphous sulfide Li2S-MxSy-

P2S5 (M = Al, Si, etc.)23 As opposed to the O ion, the S ion has a larger atomic

radius, lower electronegativity, and higher polarizability. Those features, in principle,

hold the promise of relatively fast ion transport in the interconnected network of

expanded conduction channels. For example, as illustrated in Fig. 1.3 for different
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Figure 1.3: Ionic conductivity for the representative electrolyte materials. Reprinted
with permission from Kamaya et al.2 Copyright 2011 Nature Publishing Group.

types of Li ion conductors, the widely studied Li10GeP2S12 was found to exhibit

excellent ionic conductivity of 10−2 S/cm at room temperature,2 which is comparable

to that of liquid electrolytes currently the most used in the market. However, the air

or moisture sensitivity and suboptimal electrode/electrolyte interface are remaining

the major challenges for sulfide-based electrolytes.39,40

Similar to Li ion conducting electrolytes, the investigation on the counterpart Na

ion electrolytes for solid state Na ion batteries is also an essential part of electrochem-

ical energy storage technologies. In 2019, Hayashi et al.41 reported a Na ion sulfide

solid electrolyte with the composition of Na2.88Sb0.88W0.12S4. The measured room

temperature ionic conductivity for this novel material is up to 3.2 × 10−2 S/cm,

exceeding that of the best Li ion thiophosphate conductor Li9.54Si1.74P1.44S11.7Cl0.3

(σ25 ◦C = 2.5 × 10−2 S/cm) which has the Li10GeP2S12-type crystal structure.42 More

recently, another example of superior Na ion conductor Na3−xY1−xZrxCl6 (NYZC),

with ionic conductivity of 6.6 × 10−5 S/cm at room temperature, was characterized

to be chemically stable and mechanically compatible when incorporated into high-

voltage oxide cathodes.43 Those findings, together with the lower cost and higher

10



abundance of sodium resources, make Na ion conductors the immense potential can-

didate for developing long lifespan, high performance, and cost-effective solid state

Na ion batteries.

1.4 Objective and structure of this work

In terms of computational materials science, reliable simulation modeling is of great

value for assessing the critical physical processes of the actual materials. The general

purpose of the present work is to apply computer simulations developed based on first

principles approaches to understand the fundamental and technological properties of

bulk inorganic solid electrolyte materials designed to be used with pure Li or Na

anodes.

In our research projects, we have been focusing on crystalline materials and the

detailed diffusion process of working ions in viable ionic conductors. Following the

methods within the framework of density functional theory (DFT)44,45 and den-

sity functional perturbation theory (DFPT)46–50 of past computational studies, it is

straightforward to investigate many of the known crystal structures to find the static

lattice energies and the corresponding Helmholtz free energies of vibration in the har-

monic phonon approximation. This would allow us to examine the relative stabilities

of crystals that have been determined to have multiple structures. In the aspect of

analyzing the electrolyte properties, the calculation results using nudged elastic band

(NEB)51–53 methodology and ab initio molecular dynamics (AIMD) techniques can

provide insight into the Li or Na ion migration mechanisms that are responsible for

ionic conductivity. As a key to the success of the battery system, the behavior of the

idealized interface between electrolyte and electrode such as pure metallic Li or Na

anode is also conveniently accessible through modeling study. Overall, the goal of our

computational effort from first principles is, in the first place, to provide a systematic

11



and quantitative comparison with experimental measurements on an already exist-

ing electrolyte material and to help interpret the related experimental phenomenon

qualitatively and quantitatively. Additionally, reliable and accurate predictions using

computational tools could offer experimentalists great guidance to synthesize new

plausible materials starting from theoretically proposed compounds and structures.

The present chapter (Chapter 1) has presented the basics of batteries and the

significance of studying solid electrolyte materials. The other chapters of this disser-

tation are structured as follows. Chapter 2 is devoted to giving an overview of the

theoretical and computational approximations that constitute the elemental basis of

effective DFT modeling. Based upon the theory discussed in the previous chapter,

Chapter 3 generalizes the concepts for understanding and calculating the vibrational

properties of crystalline solids. Chapter 4 briefly introduces diffusion and ionic con-

ductivity in ionic solids, and two well-developed numerical approaches, namely nudged

elastic band for estimating transition states and molecular dynamics simulations for

statistically evaluating ionic transport process. Summaries of first-author publica-

tions are presented in Chapters 5-9. To be specific, in Chapter 5 we studied the

structural and electrolyte properties of known electrolytes Li4P2S6 and Na4P2S6, and

the predicted mixed-ion material with the composition Li2Na2P2S6 through a col-

laborative effort with Prof. Natalie Holzwarth and Dr. Zachary Hood. Motivated

by the observed discontinuous phonon dispersion curves of anisotropic ionic materi-

als, Chapter 6, with the work done in collaboration with Prof. Natalie Holzwarth

and Prof. William C. Kerr, discusses in detail the coupling of long-wavelength elec-

tromagnetic waves with lattice vibrations from some new perspectives. Chapter 7

includes two closely related papers on similar materials Li3BO3 and Li3BN2, one fo-

cuses on electrolyte properties of pure and doped crystals, the other contributes the

stability analysis of pure phases and of model interfaces with Li anodes. Those two

companion works covered in Chapter 7 were done collaboratively with Prof. Natalie

12



Holzwarth and Dr. Zachary Hood. Chapter 8 presents the current computational

results on Li ion conducting boracites Li4B7O12Cl with fractional occupied Li sites

and Li5B7O12.5Cl with all fully occupied sites. This project addresses the question

of what factors led to the dramatic differences in electrolyte properties between two

materials similar in crystal structures. Chapter 9 is a ongoing study of recently re-

ported Li thioborate halides with formula Li7.5B10S18X1.5 (X = Cl, Br, and I) which

exhibit excellent ionically conducting properties with measured room-temperature

ionic conductivity on the order of 10−3 S/cm. A summary and some conclusions of

this dissertation are presented in Chapter 10.

Presently there are various software packages developed for electronic structure

calculations and materials modeling. In our work, we mainly use ABINIT54 and

QUANTUM ESPRESSO55 with implemented projector augmented wave (PAW) pseu-

dopotentials. Both packages are based on quantum equations of DFT and consist of a

set of computer codes that provide powerful capacities in analyzing various properties

of materials. The ATOMPAW,56 for which the source code and the related documents

available at the website http://users.wfu.edu/natalie/papers/pwpaw/man.html,

generates atomic datasets for use in first principles simulations using the PAW for-

malism. Computations were performed on the Wake Forest University Distributed

Environment for Academic Computing (DEAC) cluster, a centrally managed resource

with support provided in part by the university and in part by contributions from

grants.
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Chapter 2

Starting theoretical framework and

numerical methods

“The fundamental laws necessary for the mathematical treatment of a large part of

physics and the whole of chemistry are thus completely known, and the difficulty lies

only in the fact that application of these laws leads to equations that are too complex

to be solved.”

– Paul Dirac, 1929

2.1 Many-body Schrödinger equation

The understanding of the equilibrium behaviour of quantum particles requires to

solve quantum mechanic Schrödinger equation57 to obtain eigenstates and the corre-

sponding eigenvalues in the ground state. For example, the time-independent version

of the Schrödinger equation for a stationary electronic state containing N electrons

with coordinates r1, r2, · · · , rN and M nuclei with coordinates R1,R2, · · · ,RM has

the form

ĤtotΨ (r1, r2, · · · , rN ;R1,R2, · · · ,RM ) = EtotΨ (r1, r2, · · · , rN ;R1,R2, · · · ,RM ) , (2.1)
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here Ψ is the many-body wavefunction which depends on positions of all electrons and

all nuclei, Etot represents the energy eigenvalue described by Ψ. The full Hamiltonian

Ĥtot is given by

Ĥtot = T̂e(r) + T̂N (R) + V̂eN(r,R) + V̂ee(r) + V̂NN(R)

= − h̄2

2m

∑

i

∇2
i −

∑

I

h̄2

2MI
∇2
I −

∑

i,I

ZIe
2

|ri −RI |
+
e2

2

∑

i 6=j

1

|ri − rj |
+
e2

2

∑

I 6=J

ZIZJ
|RI −RJ |

,
(2.2)

where m denotes the mass of electrons, MI represents the mass of the Ith nucleus

having atomic number ZI , the indices i(j), I(J) run from 1 to N and 1 to M , respec-

tively. The five terms included in the above expression, in order, are kinetic energy of

N electrons, kinetic energy of M nuclei, Coulomb attraction between electrons and

nuclei, Coulomb repulsion between electron pairs, Coulomb repulsion between nuclei

pairs. We now demand that the total wavefunction be normalized

〈Ψ|Ψ〉 =

∫
|Ψ (r1, r2, · · · , rN ;R1,R2, · · · ,RM )|2 dr1,dr2, · · · ,drNdR1,dR2, · · · ,dRM = 1. (2.3)

In practice, we put effort only into the electron density ρ(r), namely the probability

of finding any electron at r. Conceptually, the quantity is equivalent to the sum of

the probability P (ri = r) of finding electron number i at position r. Since in quantum

mechanics electrons are identical fermions, the electron density can then be written

as

ρ(r) =
∑

i

P (ri = r) = NP (r1 = r)

= N

∫
|Ψ (r, r2, · · · , rN ;R1,R2, · · · ,RM )|2 dr2, · · · , drNdR1,dR2, · · · ,dRM ,

(2.4)

here the integral was computed over all possible nuclear coordinates. Integrating ρ(r)

throughout the whole material yields the total number of electrons N of the system

∫
ρ(r)dr = N. (2.5)

The many-body Schrödinger equations given by Eq. (2.1) is easy to be written
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down, but in practice, solving it for a large number of interacting electrons and nuclei

is too complicated. In fact, solving this equation directly is essentially an impossible

task for most many-body systems. Through efforts over many years, numerous phys-

ical models and theories have been proposed to simplify this problem and developed

the so-called “first principles approach” which refers to studying the materials prop-

erties through a series of well-established physical approximations and simplifications

starting from the complete form of the many-body Schrödinger equation.

2.2 Born-Oppenheimer approximation

In the study of solids and molecules, it is reasonable to assume that the nuclei are

hold immobile in known places, or as a consequence of heavier masses, only move a

pretty short distance with trivial velocities in comparison with electrons. Therefore

for each configuration during the evaluation of the system, the electrons respond

instantaneously to the motion of the nuclei, namely, the electrons can always remain

the lowest-energy eigenstates associated with the nuclear coordinates. Under this

idea which goes under the name of the Born-Oppenheimer approximation,58,59 it is

possible to separate the electronic and the nuclear coordinates in the many-body wave

function

Ψ (r1, r2, · · · , rN ; R1,R2, · · · ,RM) = ΨR({r})χ({R}), (2.6)

where ΨR({r}) = ΨR(r1, r2, · · · , rN) represents the normalized electron-only wave-

function depending parametrically on the fixed nuclear configuration, and χ({R}) =

χ(R1,R2, · · · ,RM) represents the nuclear-only wavefunction. Before proceeding fur-

ther, we need to aware that in a rigorous treatment the total wavefunction Ψ should

be written as a linear combination in the product form Ψ =
∑

l Ψ
l
R({r})χl ({R})

staring from the lowest electronic eigenstate l = 0. For the purpose of illustrating

the idea of Born-Oppenheimer approximation, we assume that only the lowest-energy

term is being used in the linear combination. Combining Eqs. (2.1), (2.2), and (2.6),
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the full Schrödinger equation reads

[
T̂e(r) + T̂N (R) + V̂eN(r,R) + V̂ee(r) + V̂NN(R)

]
ΨR({r})χ({R}) = EtotΨR({r})χ({R}). (2.7)

The fact that MI � m implies that in contrast to a wide-ranging movements of

electrons, the motions of nuclei are quite localized, presenting a steep wavefunction in

a very narrow region around their original coordinates. We can therefore approximate

T̂NΨR({r})χ({R}) = −
∑

I

h̄2

2MI
∇2
I [ΨR({r})χ({R})] ≈ −

∑

I

h̄2

2MI
ΨR({r})∇2

Iχ({R}). (2.8)

This approximation allows us to deal with electrons for a set of clamped nuclei and

separate out the Schrödinger equation for electrons from Eq. (2.7)

ĤRΨR({r}) = ERΨR({r}), (2.9)

here ER = E (R1,R2, · · · ,RM) is the total energy of the electrons as a function of

nuclear coordinates. The corresponding electronic Hamiltonian is given by

ĤR = T̂e(r) + V̂eN(r,R) + V̂ee(r)

=− h̄2

2m

∑

i

∇2
i −

∑

i,I

ZIe
2

|ri −RI |
+
e2

2

∑

i 6=j

1

|ri − rj|
.

(2.10)

Substituting Eqs. (2.9) and (2.10) back into Eq. (2.7) yields

ERΨRχ+

[
−
∑

I

h̄2

2MI

∇2
I +

e2

2

∑

I 6=J

ZIZJ
|RI −RJ |

]
ΨRχ = EtotΨRχ. (2.11)

Multiplying both sides of Eq. (2.11) by Ψ∗R from the left and integrating over the

whole electronic space, we find the Schrödinger equation for nuclei alone turns out to

be

ĤNχ({R}) =

[
−
∑

I

h̄2

2MI

∇2
I + U (R1,R2, · · · ,RM)

]
χ({R}) = Etotχ({R}), (2.12)
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where the total potential energy of the nuclei is defined as

U (R1,R2, · · · ,RM) =
e2

2

∑

I 6=J

ZIZJ
|RI −RJ |

+ E (R1,R2, · · · ,RM) . (2.13)

From here, we can intuitively see that the total electronic energy E (R1,R2, · · · ,RM)

enters into the nuclear Schrödinger equation and acts as an effective potential. In

other words, when we write the Schrödinger equations for the electronic system and

the nuclear system separately, it should be understood that the label of the nuclear co-

ordinate R appears only as a parameter in the electronic Schrödinger function. Once

we solve for the electron-only wavefunction and obtain the total electronic energy

E (R1,R2, · · · ,RM), we can use this available quantity as one term of the potential

energies in the nuclear Schrödinger equation, and then access the nuclear wavefunc-

tion as well as the total energy of the system by solving the Schrödinger equation in

Eq. (2.12).

In terms of equilibrium structures of materials, the dynamics of the nuclei can be

described very well using classical approach, thus the force action on the Ith nucleus

is simply given by

FI = −∂U({R})
∂RI

= −∂E({R})
∂RI

− ∂VNN({R})
∂RI

. (2.14)

Applying the Hellmann-Feynman theorem,60,61 the differential of E ({R}) with re-

spect to the nuclear position is simplified to

−∂E ({R})
∂RI

= −
〈

ΨR

∣∣∣∣∣
∂ĤR

∂RI

∣∣∣∣∣ΨR

〉
. (2.15)

Thus Eq. (2.14) can be written as

FI = ZIe
2

[∫
ρ(r)

r−RI

|r−RI |3
dr−

∑

J 6=I
ZJ

RJ −RI

|RJ −RI |3

]
. (2.16)
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2.3 Hartree-Fock method

Within the framework of Born-Oppenheimer approximation, the many-particle sys-

tem was simplified into a many-electron system. Now we concentrate on the quantum

behavior of electrons by recalling Eq. (2.10)

Ĥ = − h̄2

2m

∑

i

52
i −

∑

i,I

ZIe
2

|ri −RI |
+
e2

2

∑

i 6=j

1

|ri − rj|
. (2.17)

Notice that when analyzing a system of electrons moving in a given field of fixed

nuclei, Ĥ ≡ ĤR in Eq. (2.10). The subscript “R” standing for the dependence on

nuclear coordinates has been taken out to simplify the notation. This equation can

be simplified further by introducing a convenient notion Vext(r), given by

Vext(r) = −
∑

I

ZIe
2

|r−RI |
, (2.18)

which represents the Coulomb potential generated by all nuclei at an electron position.

At this point it is obviously that the nuclear coordinates, {RI}, have disappeared

completely so we can rewrite Eq. (2.17) as

Ĥ =
∑

i

[
− h̄2

2m
52
i + Vext(ri)

]
+
e2

2

∑

i 6=j

1

|ri − rj|
. (2.19)

The Coulomb interaction between large numbers of electrons makes attempting the

exact solution for the electronic Schrödinger equation nearly impossible. One of the

approximations that can immediately come to mind is to leave out the electron-

electron interaction term, in such a way that the electrons would be independent of

each other, generating a set of non-interacting single-particle equations. Mathemati-
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cally, that is to say

ĤΨ = EΨ →
∑

i

Ĥ0(ri)Ψ = EΨ, (2.20)

where the single-particle Hamiltonian Ĥ0 takes the explicit form

Ĥ0(r) = − h̄2

2m
52 + Vext(r). (2.21)

For each eigenstate ψi(r), we have

Ĥ0(r)ψi(r) = εiψi(r), (2.22)

where εi denotes the eigenvalue of the ith eigenstate which can be solved exactly.

Based on this approximation, the total wavefunction of the electronic Schrödinger

equation can be written as a product of the solutions to the single-particle equations

Ψ (r1, r2, · · · , rN) =
∏

i

ψi(r). (2.23)

And the total electronic energy E is simply obtained by adding up the energies of all

occupied single-electron energies εi

E = 〈Ψ|Ĥ|Ψ〉 =
∑

i

〈ψi(r)|Ĥ0|ψi(r)〉 =
∑

i

εi. (2.24)

The idea discussed above goes under the name of independent electrons approxi-

mation, which shows quite clearly that we can achieve a great simplification of the

many-electron problem by describing the total wavefunction Ψ of 3N variables using

N three-dimensional single-particle wavefunctions. But all this came at a cost of

diminishing the exact physical process due to ignoring a significant contribution of

interacting electrons to the Hamiltonian.
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Bear in mind that because of the quantum nature of electrons as fermions, the

many-electron wavefunction must be adjusted to satisfy Pauli’s exclusion principle,62

that is, no two fermions can occupy the same quantum state, this requirement can

be satisfied by writing the total wavefunction in the form of a Slater determinant of

single electron configurations63

Ψ (r1, r2, · · · , rN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ1(r2) · · · ψ1(rN)

ψ2(r1) ψ2(r2) · · · ψ2(rN)

...
...

. . .
...

ψN(r1) ψN(r2) · · · ψN(rN).

∣∣∣∣∣∣∣∣∣∣∣∣∣

(2.25)

At this point, we can think about pursuing a more accurate solution for the electronic

Schrödinger equation by taking the Coulomb repulsion between electron pairs into

account while maintaining single-particle descriptions

[∑

i

Ĥ0(ri) +
e2

2

∑

i 6=j

1

|ri − rj|

]
Ψ = EΨ, (2.26)

where Ĥ0 (r) is given by Eq. (2.21). Assuming that the many-electron wavefunction,

Ψ, takes the form of Slater determinant as the same as Eq. (2.25), this leads to the

question that how to determine the best single-particle wavefunctions ψi used in the

matrix. To seek an answer, we can apply the variational method which is based on

the idea that the wavefunction with the minimum energy is the lowest energy state.

Suppose Ψ is the ground state wavefunction of the system having lowest energy Emin,

we must have

Emin = 〈Ψ|Ĥ|Ψ〉. (2.27)

Since the wavefunction Ψ formed with elements ψi(r) through Slater determinant of

Eq. (2.25), the total energy E would be a functional of ψi(r). The variational method,
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then, involves choosing these orbitals ψi(r) so as to minimize the total energy E

δE

δψi
= 0. (2.28)

Also, the single-particle wavefunctions are required to be orthonormal

〈ψi|ψj〉 = δij. (2.29)

The further procedure of the minimization along with the constraints in Eq. (2.29)

can be proceeded by using the method of Lagrange multipliers,64 that is, replacing E

with a new functional L

L [{ψi(r)} ;λij] = E[{ψi(r)}]−
∑

ij

λij [〈ψi|ψj〉 − δij] , (2.30)

where the unknown constants λij are called Lagrange multipliers. By construction,

the orthogonality constraints can be automatically incorporated in functional L. As

a consequence, the constrained minimization problem is transferred into searching

for the independent Lagrange multipliers which produce the equivalent functional

derivative

δE

δψi
= 0 → δL

δψi
= 0 (2.31)

as well as maintain the precise orthonormality constraints

〈ψi|ψj〉 = δij → δL

δλij
= 0. (2.32)

In the end, we can arrive at N simultaneous integro-differential equations, the so-

called Hartree-Fock equations65

[
− h̄2

2m
∇2 + Vext(r) + VH(r)

]
ψi(r) +

∫
VX (r, r′)ψi (r

′) dr′ =
∑

j

λijψj(r) (2.33)
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with

VH(r) = e2

∫
ρ(r′)

r− r′
dr′, VX(r, r′) = −e2

∑

j

ψ∗j (r
′)ψj(r)

|r− r′| (2.34)

denoting the Hartree potential and the Fock exchange potential, respectively. It is

intuitive to see that VH is an average repulsive interaction between a certain electron

with all other electrons. Alternatively, this term can be thought of as resulting from

the distribution of electronic charge ρ(r) through Poisson’s equation in electrostatics66

52VH(r) = −4πe2ρ(r), (2.35)

where the charge density is given by

ρ(r) =
∑

i

|ψi(r)|2. (2.36)

This idea was originally proposed by Hartree67 in 1928, and thus the letter H is used

as an label. Another term VX enters because of the exchange interaction accom-

panying with the switch of variables r and r′, which is essentially arising from the

antisymmetry requirement for the many-electron wavefunction. The potential terms

VH and VX for calculating orbital ψi depend on the orbitals of all other Hartree-Fock

equations, which means that we must solve the Hartree-Fock equations iteratively;

namely, we guess some reasonable orbitals to start the calculation and then construct

the subsequent guesses based on the previous guesses until the energies converge. For

this reason, the approach developed to solve such coupled equations is called the self-

consistent field (SCF) method, which is widely used to describe many-body problems.

The merit of the Hartree-Fock approximation is that it converts the many-electron

interaction problem into a single-particle problem with electrons immersed in an ef-

fective potential. However, this method carries a drawback: it does not include the

correlation effects between electrons and thus lacks quantitative accuracy.
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2.4 Density functional theory

Through discussion in Section 2.3, we can develop a sense that the key idea of solving

the electronic Schrödinger equation is to translate the many-electron problem into

a set of single-particle equations with approximating effective potentials. The den-

sity functional theory (DFT) developed by Kohn, Hohenberg, and Sham68,69 provides

a further approximation for the Born-Oppenheimer electronic Schrödinger equation,

which, on the one hand, maintains a single-particle description for a system of non-

interacting electrons, and on the other hand, reduces the computational complexity

by representing some correlation effects in a particular way with no compromised

accuracy as far as possible.

2.4.1 Hohenberg-Kohn theorem

The density functional theory can be traced back to the Thomas-Fermi model devel-

oped by Thomas and Fermi70,71 in the 1920s. They represented the kinetic energy

of an atom as a functional of electron density, plus the classical expression of the

nucleus-electron and electron-electron interactions (both of which can be expressed

by electron density) to calculate the energy of an atom. The Thomas-Fermi model

took an important first step towards the density functional approach, but the accu-

racy of the Thomas-Fermi equation is limited because the atomic exchange energy

pointed out by Hohenberg-Kohn theorem that will be discussed in this section is not

considered.

Before we move on, let us go back to the expression of the total energy of the

many-electron system described by the full many-body wavefunction Ψ and write it

down again for convenience

E = 〈Ψ|Ĥ|Ψ〉 =

∫
Ψ∗ (r1, · · · , rN) ĤΨ (r1, · · · , rN) dr1 · · · drN , (2.37)
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where the electronic Hamiltonian is given by

Ĥ =
∑

i

Vext(ri) + T̂e + V̂ee, (2.38)

here T̂e and V̂ee represent the kinetic energy operator and the Coulomb repulsion

operator between electrons, respectively

T̂ = − h̄2

2m

∑

i

∇2
i ; V̂ee =

e2

2

∑

i 6=j

1

|ri − rj|
. (2.39)

The above two operators are the same for any state of the system, and therefore Ĥ

is practically determined by the number of electrons N , and the external potential

Vext(r). With the help of Eq. (2.4), the external potential energy can be written in

terms of electron density ρ(r)

〈Ψ|
∑

i

Vext(ri)|Ψ〉 =

∫
ρ(r)Vext(r)dr. (2.40)

Then Eq. (2.37) becomes

E =

∫
ρ(r)Vext(r)dr + 〈Ψ|T̂e + V̂ee|Ψ〉. (2.41)

Back in 1964, Hohenberg and Kohn68 proposed two ingeniously simple theorems which

lay the theoretical foundation for DFT:

Theorem I: The external potential Vext(r) of any interacting particle system is

a unique functional of the electron density ρ(r) in the ground state.

Theorem II: The ground state energy of the system can be obtained using

the variational principle; the trial density that minimizes the total energy is the

ground state electron density.

Theorem I illustrates that the ground state density ρ(r) uniquely determines the
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external potential Vext(r). This theorem can be easily proved by reductio ad ab-

surdum. Assume that for the same electron density ρ(r), there exists two different

sets of Hamitonians, external potentials, non-degenerate ground state wavefunctions,

and the associated energies (Ĥ1, Vext,1,Ψ1, E1) and (Ĥ2, Vext,2,Ψ2, E2). According to

variation principle, we must have

E1 < 〈Ψ2|Ĥ1|Ψ2〉 = 〈Ψ2|Ĥ2 + (Ĥ1− Ĥ2)|Ψ2〉 = E2 +

∫
ρ(r)[Vext,1(r)−Vext,2(r)]dr. (2.42)

Switching the labels 1 and 2 still stands

E2 < 〈Ψ1|Ĥ2|Ψ1〉 = 〈Ψ1|Ĥ1 + (Ĥ2− Ĥ1)|Ψ1〉 = E1 +

∫
ρ(r)[Vext,2(r)−Vext,1(r)]dr. (2.43)

Adding up Eqs. (2.42) and (2.43) we find

E1 + E2 < E1 + E2, (2.44)

which is clearly a contradiction, and thus the first theorem demonstrates one-to-one

mapping between the external potentials and the charge densities of the ground states

in many-electron systems.

It is also straightforward to verify the second Hohenberg-Kohn theorem. We have

seen that the external potential Vext(r) is uniquely determined by the electron density

ρ(r), the change in the external potential Vext(r) in turn leads to the change in the

ground state wavefunction Ψ. Since the ground state energy E is already a functional

of Ψ, one may infer from the chain, ρ(r) → Vext(r) → Ψ → E, that the total energy

can be represented as a functional of the density ρ(r): E = F [ρ(r)]. The next step

is to show that the ground state energy, i.e. the minimum value of this functional,

is obtained when ρ(r) = ρ0(r) where ρ0(r) is the ground state density. When the
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system is in the ground state, the lowest possible energy will be

E = F [ρ0(r)]. (2.45)

Applying the variational principle, we can come across a comparison for a higher

energy associated with a different density

E1 = F [ρ1(r)] > E = F [ρ0(r)]. (2.46)

So far, the second theorem becomes transparent as it simply states that the minimum

of functional F [ρ(r)] with respect to the density ρ(r) gives rise to the energy of the

ground state, and naturally the density at which the functional derivative vanishes

is then the ground state density. Compared to evaluating the entire many-electron

wavefunction Ψ(r1, r2, · · · , rN) which involves 3N variables in the Hartree-Fock ap-

proximation, all observables of the system now solely depend on the ground state

electron density ρ(r) having three coordinates only, making it possible to greatly

simplify the calculations and analyze larger-scale systems.

2.4.2 Kohn-Sham equations

The powerful Hohenberg-Kohn theorem tells us the many-electron wavefunction and

the total energy in the ground state are uniquely determined by electron density

through a functional representation. As a consequence we can rewrite Eq. (2.41) as

F [ρ)] =

∫
ρ(r)Vext(r)dr + 〈Ψ[ρ(r)]|T̂e + V̂ee|Ψ[ρ(r)]〉. (2.47)

Then the question is, what is the form of such functional in practice? Thanks to Kohn

and Sham69 as they formulated a simple method with retained nature of Hohenberg-

Kohn theorem for performing DFT calculations. The idea, as indicated by the fol-
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lowing equation, was to separate the unknown energy functional Eq. (2.47) of the

full interacting system into known contributions evaluating from independent electron

approximations and an unknown contribution, the exchange and correlation energy,

to count the difference

F [ρ] =

∫
ρ(r)Vext(r)dr + Te[ρ(r)] + EH [ρ(r)] + Exc[ρ(r)]. (2.48)

The kinetic energy functional is approximated using the kinetic energy of the non-

interacting system of electrons having density ρ(r)

ρ(r) = 2

N/2∑

n

|ψn(r)|2 (2.49)

and

T [ρ] = −2
h̄2

2m

N/2∑

n

∫
ψ∗n(r)∇2ψn(r)dr, (2.50)

where ψn(r) represent the so-called Kohn-Sham orbitals with index n, which rep-

resents the spatial part of the single particle states, running from 1 to the highest

occupied state. The factor of 2 in Eqs. (2.49) and (2.50) is to take into account

the fact that when the system is nonmagnetic each orbital state accommodates two

electrons of opposite spin. For simplicity, we assume N is even. In the case that N

is odd, the spin multiplicity needs to be modified. The term EH[ρ(r)] is the Hartree

energy of the electrons, as demonstrated in Section 2.3, stemming from the concept

of classical electrostatics

EH[ρ] =
e2

2

∫ ∫
ρ(r)ρ(r′)

|r− r′| drdr′. (2.51)

While the tricky term Exc[ρ(r)] is the exchange-correlation energy, which contains

everything that is unaccounted for. By assembling together the explicit expression
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we have so far for each piece, Eq. (2.48) will look like

E = F [ρ] =

∫
ρ(r)Vext(r)dr− 2

h̄2

2m

N/2∑

n

∫
ψ∗n(r)∇2ψn(r)dr

+
e2

2

∫∫
ρ(r)ρ (r′)

|r− r′| drdr′ + Exc[ρ(r)].

(2.52)

Here {ψi} form an orthonormal bases which satisfy

∫
ψ∗n(r)ψm(r)dr = δnm. (2.53)

Applying the Hoenberg-Kohn variational principle to determine the electron density

δF [ρ]

δρ

∣∣∣∣
ρ0

= 0. (2.54)

We now arrive at the following so called Kohn-Sham equations

[
− h̄2

2m
∇2 + Vext(r) + VH(r) + Vxc(r)

]
ψn(r) = εnψn(r), (2.55)

where the exchange and correlation potential, Vxc(r), is given by

Vxc(r) =
δExc[ρ]

δρ

∣∣∣∣
ρ(r)

. (2.56)

Equations (2.55) and (2.56), together with the external potential

Vext(r) = −
∑

I

ZIe
2

|r−RI |
, (2.57)

the Hartree potential

∇2VH(r) = −4πe2ρ(r) (2.58)
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and the expression for the electron density Eq. (2.49) form the backbone of self-

consistent calculations for Kohn-Sham equations. For a particular system, the exter-

nal potential, Eq. (2.57), can be determined from the given nuclear coordinates. The

SCF loop then proceeds by initializing a charge density ρ(r) which can be evaluated

from the sum of the densities of isolated atoms arranged within the simulation cell.

Thereupon the Hartree potential Eq. (2.58), the exchange-correlation potential Eq.

(2.56), and thus the total effective potential Veff = Vext + VH + Vxc are sought in turn.

By solving the Kohn-Sham equation given by Eq. (2.55), a better estimate of the elec-

tron density ρ(r) is constructed from the complete Kohn-Sham orbitals ψn through

Eq. (2.49). By repeating this step to approach the desired accuracy, the total ground

state energy of the system is determined at the point when achieving self-consistency.

That is, the input density matches the output density within a preset tolerance.

The Hohenberg-Kohn theorem and the Kohn-Sham equation have been hailed as

the two cornerstones of DFT. The Kohn-Sham equation clarifies everything other

than the exchange-correlation functional, which is the central quantity categorizing

the complex interaction items. From then on, plenty of work begins around the crucial

task of constructing the approximate form of exchange-correlation functionals which

directly determines the calculation accuracy of DFT. Presently, the local density

approximation (LDA)72,73 and the generalized gradient approximation (GGA)74–77

are the most common approximation methods to describe the exchange-correlation

effects. LDA approximation takes the homogeneous electron gas as a local approxi-

mation to a real material, that is, the exchange-correlation energy Exc is a localized

functional of electron density ρ(r) of the homogeneous electron gas. Assuming that

the electron density in the system is approximately spatially uniform, then Exc can

be expressed as

ELDA
xc [ρ] =

∫
εLDA

xc [ρ(r)]ρ(r)dr, (2.59)

here εxc represents the exchange-correlation energy density and can be approximated
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to εLDA
xc (r0, ρ(r)) = εhom

xc (ρ (r0)), where “hom” stands for “homogeneous”. According

to Eq. (2.56), we have

V LDA
xc = εLDA

xc (ρ) + ρ(r)
δεxc(ρ(r))

δρ(r)
. (2.60)

The GGA approximations also take into account the gradient of the electron density,

∇ρ(r)

EGGA
xc [ρ] =

∫
εGGA

xc [ρ(r),∇ρ(r)]ρ(r)dr. (2.61)

The commonly used GGA functionals include PBE,77 PW91,76 Becke88,75 PBEsol78

etc. For analyzing a system in which the changing density is sharply varying across

the region, the GGA might be more applicable than LDA. Among them, the PBEsol

form is being the preference for our materials because of good agreement between

simulations and experiments for phonon analysis.79 All these mentioned exchange-

correlation functionals and other various types are available in Libxc library80 and

can be implemented in density functional theory programs.

2.5 Pseudopotentials basics

In previous sections, we have seen that the complicated many-body problem of in-

teracting electrons and nuclei has been mapped within the framework of the Born-

Oppenheimer approximation and DFT onto a problem of single-particles moving in

a set of fixed nuclei with an effective potential. In order to solve the resulting sin-

gle–particle Kohn–Sham equations for systems such as crystalline solids, numerically

it is common to expand the orbitals of the Kohn–Sham equations into a set of ba-

sis functions. For periodic materials, the wavefunction ψ(r) can be indexed by two

quantum numbers: the band index n and the wave vector k in the Brillouin zone, and

thus the single particle state ψ(r) is generally being denoted as ψnk(r) in practical
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calculations. According to the Bloch theorem, we have

ψnk(r + T) = eik·Tψn,k(r), (2.62)

where T is any translational vector leaving the Hamiltonian invariant. The wave-

function can be further described in terms of a periodic function un,k(r)

ψnk(r) = un,k(r)eik·r. (2.63)

It is now convenient to express all the measurable periodic properties of the system

in terms of a discrete summation of plane waves

unk(r) =
1√
Ω

∑

G

ũnk(G)eiG·r (2.64)

ψnk(r) =
1√
Ω

∑

G

ũnk(G)ei(G+k)·r (2.65)

ρ(r) =
∑

G

ρ̃(G)eiG·r (2.66)

Veff(r) =
∑

G

Ṽ (G)eiG·r, (2.67)

here Ω is usually the volume of the unit cell. The reciprocal lattice vectors G are

defined as

G = m1b1 +m2b2 +m3b3 (2.68)

with b1, b2, and b3 the reciprocal primitive vectors, and m1, m2, and m3 the integers.

In practice, by using the natural basis in the form of Fourier transform implied by

Eqs. (2.64-2.67) with sufficiently small Ṽ (G) for large G, only those plane waves

which satisfy

h̄2

2m
|G + k|2 ≤ Ecutoff (2.69)
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provide accurate descriptions for the periodic functions. At this point, the intractable

task of solving Kuhn-Sham equations is greatly simplified since the calculation has

been transferred to be carried out at a set of discrete k-points in the first Brillouin

zone for n bands which is of the order of the number of electrons in the simulation

cell.

However, the size of the planewave basis set required for a given system is actually

different throughout the calculation space. This is because, in condensed matter

systems, the orbitals tend to oscillate strongly near nucleus and thus demand more

Fourier components presented to achieve convergence, while the orbitals in most of

the space beyond those regions are much more smoothly varying, and therefore fewer

basis sets are needed. For the purpose of computational efficiency, it is reasonable

to divide electrons into core and valence contributions, ρ(r) = ρc(r) + ρv(r), and

use the pseudopotentials instead of exact potentials in the plane wave representation.

Specifically, the so-called pseudopotential is an effective potential that is constructed

to account for the effect of the core electrons inside a sphere defined by a cut-off radius

rc. Typically, the pseudopotential generation procedure starts with the solutions for

isolated atoms using the Kohn-Sham approach

H(r)|φi(r)〉 =

[
− h̄

2m
∇2 + Veff(r)

]
|φi(r)〉 = εi|φi(r)〉, (2.70)

where the effective potential takes the form

Veff(r) ≡ −Ze
2

r
+ e2

∫
ρc (r′) + ρv (r′)

|r− r′| dr′ + Vxc [ρc(r) + ρv(r)] . (2.71)

Notice that for a single atom, the wavefunctions can be written as a product of a

radial function and a spherical harmonic due to the spherical symmetry

|φi(r)〉 = |φnlm(r)〉 = r−1ϕnl(r)Ylm. (2.72)
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The pseudopotential is designed in the way that the pseudo (PS) wavefunction, |ψ̃〉,

and the all-electron (AE) wavefunction, |ψ〉, are identical outside the augmentation

region r ≥ rc so that all correct behaviors of electrons are restored. Strategically

the pseudopotentials can be generated in atomic calculations and then used to com-

pute properties of solids or molecules, taking into account the expansion for valence

electrons only. The total energy of the system is then obtained by adding up the

contributions from the core states of each atomic species and the pseudo-part energy

evaluated outside the augmentation spheres.

As a brief introduction to pseudopotentials, it is a preference for us to discuss the

basic idea of Projector Augmented Waves (PAW), the method that has been using

in our research work. Most of the notations follow closely the work of Bloechl.81 For

the valence electrons, a transformation from pseudo wavefunction |ψ̃〉 to all-electron

wavefunction |ψ〉 is defined as

|ψ〉 = |ψ̃〉+
∑

i

(
|φi〉 − |φ̃i〉

)
〈p̃i|ψ̃〉, (2.73)

where φi, φ̃i, and p̃i represent the all-electron basis functions, pseudopotential basis

functions, and projector functions, respectively. The summation over i refers to the

summation over all angular momentum quantum numbers (l,m) and the atomic type

indexed by a. The character of an arbitrary pseudo-wavefunction |ψ̃〉 at one site can

be calculated by multiplication with the projector function at that site

ci = 〈p̃i|ψ̃〉. (2.74)

Inside each sphere the wavefunctions can be determined as

|ψ̃〉sphere ≈
∑

i

|φ̃i〉ci (2.75)
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and

|ψ〉sphere ≈
∑

i

|φi〉ci. (2.76)

The projector functions and the PS wavefunction must obey

∑

i

|φ̃i〉〈p̃i| ≈ 1 with r ≤ rc (2.77)

to satisfy
∑

i

φ̃i〉〈p̃|ψ̃〉 = |ψ̃〉 (2.78)

or equivalently we must have

〈p̃i|φ̃j〉 = δij. (2.79)

PAW wavefunctions are designed to maintain the orthogonality of the plane waves

to the core states in a pseudized atomic environment. This approach is typically

implemented in the frozen core approximation82 in which the core electrons of a

system are assumed to be frozen at their ground state atomic values and the valence

electrons are evaluated variationally. It also requires the precalculated dataset storing

{ϕi(r), ϕ̃i(r), p̃i(r)} for a specified atomic species.
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Chapter 3

Phonons in crystals

The Born-Oppenheimer adiabatic approximation discussed in Section 2.2 also pro-

vides a conceptual framework to describe the lattice vibration. In the study of

nuclear motion with small displacements from the equilibrium positions, the total

ground-state energy of the electronic-nuclear system as a function of a set of nuclear

positions forms what is so called the potential energy surface or Born-Oppenheimer

surface, which can be expanded in a Taylor series around the equilibrium configura-

tion. Generally, the vibrational modes and frequencies are calculated by diagonaliza-

tion of the matrix composed by the coefficients, i.e. the interatomic force constants,

associated with each term of the expansion.

3.1 Dynamics of three-dimensional crystals

Before attempting to understand the lattice dynamics of three-dimensional crystals,

it is convenient to do some housekeeping with the symbols and notations. Consider

a perfect crystalline solid composed by Nc unit cells, the equilibrium position of the

Ith atom is given by

RI = Rl + τs, (3.1)
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where Rl denotes the location of the lth unit cell, namely, the translation vectors in

the Bravais lattice, which can be expressed as a sum of the three primitive translation

vectors a1, a2, and a3 with integer coefficients l1, l2, and l3, τs represents the position

of atom s in the unit cell. Accordingly, each atom is labeled by two indices (l, s).

In the case of introducing small deviation us(l) from the equilibrium position of

atom s in the lth unit cell, the corresponding atomic position becomes

RI = Rl + τs + us(l). (3.2)

Within the harmonic approximation, the energy of the electronic-nuclear system in

the ground Born-Oppenheimer potential surface U({us(l)}) can be expanded to the

quadratic order in the displacements from the equilibrium positions

U({us(l)})harm = U({us(l)} = 0) +
1

2

∑

lsα

∑

mtβ

Cαβ
st (l,m)usα(l)utβ(m), (3.3)

here α, β run over the three Cartesian coordinates x, y, z. As in simple case of one-

dimensional chain, the elements of the interatomic force constants matrix are defined

as the second derivative of U({us(l)}) evaluated at the equilibrium geometry

Cαβ
st (l,m) =

∂2U

∂uαs (l)∂uβt (m)

∣∣∣∣
0

= Cαβ
st (Rl −Rm). (3.4)

By this definition, it is easy to observe that the matrix C is symmetric so that

Cαβ
st (l,m) = Cβα

ts (m, l). (3.5)

Besides, due to the translational invariance of the Bravais lattice, the dependence

of the force constant on any pair of atoms is through the difference between their
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equilibrium positions. This symmetry property can be described mathematically

Cαβ
st (l,m) = Cαβ

st (l′,m′) if Rl −Rm = Rl′ −Rm′ = R. (3.6)

It is natural to think that when all nuclei stay at their equilibrium positions or move

with the identical displacement, the interatomic forces vanish, leading to the following

“sum rule” that typically governs the matrix of the interatomic force constants

∑

mt

Cαβ
st (l,m) = 0. (3.7)

The classical equations of motion for the dynamics of the nuclei against time τ is

given by

Ms
∂2usα(l, t)

∂τ 2
= Fα

s (l) = −
∑

mtβ

Cαβ
st (l,m)utβ(m). (3.8)

Assume the solutions to Eq. (3.8) have the form of plane waves

usα(l, t) = uνsα(q)eiq·Rle−iω
ν(q)τ , (3.9)

where ν denotes the index of normal mode with vibrational frequency ω. Substituting

Eq. (3.9) into Eq. (3.8) gives

−Ms(ω
ν)2uνsα(q) = −

∑

tβ

(∑

m

Cαβ
st (l,m)e−iq·(Rl−Rm)

)
uνtβ(q). (3.10)

Define C̃αβ
st (q) as the Fourier transform of real-space interatomic force constants

C̃αβ
st (q) =

∑

m

Cαβ
st (l,m)e−iq·(Rl−Rm) =

1

Nc

∂2U

∂u∗αs (q)∂uβt (q)
. (3.11)

Note that U as defined in Eq. (2.13) represents the total energy of the infinite crystal
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while U/Nc represents the total energy per unit cell. Thus we have

Ms(ω
ν)2uνsα(q) =

∑

tβ

C̃αβ
st (q)uνtβ(q). (3.12)

Then the phonon frequencies ω(q) and displacement amplitudes u(q) are determined

by the secular equation of Eq. (3.12). Furthermore, the eigendisplacements satisfy

the orthogonality relations

∑

sα

Msu
ν∗
sα(q)uν

′

sα(q) = Mνδν,ν′ , (3.13)

here Mν denotes a mode effective mass. Notice that we may see in the literature that

C̃(q) is scaled by the nuclear masses with introduced notation, D̃(q), the dynamical

matrix of the crystal in reciprocal space

D̃αβ
st (q) =

C̃αβ
st (q)√
MsMt

. (3.14)

In this case, Eq. (3.12) becomes

(ων)2(q)eνsα(q) =
∑

tβ

D̃sα,tβ(q)eνtβ(q), (3.15)

where the phonon eigenvector

eνsα(q) =
√
Msu

ν
sα(q) (3.16)

is normalized so that
∑

sα

|eν(q)|2 = 1. (3.17)

Since C̃(q) and D̃(q) are both 3N × 3N matrices, and hence for each wavevector

q, Eq. (3.12) or the essentially equivalent Eq. (3.15) will produces 3N eigenmodes,
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i.e. 3N dispersion curves. The so called longitudinal or transverse modes depend

on how the displacement of atoms from their equilibrium position, represented by

vector u, relates to the propagation direction of the wave, represented by q. In case

of longitudinal mode, u coincides with q, whereas for transverse mode, atoms move

perpendicular to q. According to the sum rule Eq. (3.7), it follows that

∑

t

C̃αβ
st (q = 0) ≡ 0. (3.18)

Multiplying both sides by the same quantity leads to

∑

tβ

C̃αβ
st (q = 0)uβ ≡ 0, (3.19)

which means that when q→ 0, the phonon frequencies ω(q) = 0 with all the displace-

ment basis utβ ≡ uβ in the Eq. (3.12), that is to say, the whole cell moves together

with the same amplitude along any of the three directions under the long-wavelength

limit q→ 0. As a consequence, there are three normal modes that present the behav-

ior of elastic waves, called acoustic branches, the solutions of the remaining (3N − 3)

optical branches describe the relative vibration of atoms in the unit cell. It is worth

mentioning that the matrix of interatomic force constants Eq. (3.11) is known as the

analytic contribution, calculated by ignoring the macroscopic electric field associated

with the motion of charged atoms. More analysis for phonon modes in polar crystals

is discussed in Section 3.3 and in Appendix B.

3.2 Density functional perturbation theory

There are two main first principles phonon calculations methods: the finite displace-

ment method83,84 and the approach within the framework of density functional per-

turbation theory (DFPT).85–88 The first method, as used to evaluate those results
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of Eq. (3.4), is also referred to be the frozen-phonon method. It starts with the

equilibrium positions of the atoms in a supercell. For each atom, the self-consistent

total electronic energy is calculated for small displacements in each direction.

This method is straightforward to implement, but the drawback is that it re-

quires the simulation cell to be large enough to converge Eq. (3.4) for Rl − Rm,

which makes the use of supercells dramatically increase the workload of computation,

thereby greatly limiting the practicality of the method. In 1987, Baroni, Giannozzi,

and Testa85 proposed the method of DFPT for calculating dynamic lattice properties.

Using the total ground-state energy estimated from DFT, the DFPT proceeds with

the calculation of the linear response of the energy with respect to the nuclear dis-

placements perturbation. Due to its powerful and flexible theoretical techniques, the

DFPT method has been applied to a variety of complex systems to analyze materials

properties.

In the section we discuss the approach of calculating the second derivative of the

total energy with respect to an atomic displacement through the DFPT. Before we

proceed further, it is convenient to rewrite here the Hellmann-Feynman force derived

in Section 2.2

FI = −∂U({R})
∂RI

= −∂E({R})
∂RI

− ∂VNN({R})
∂RI

, (3.20)

where E({R}) is the ground-state energy of the electrons calculated from DFT

E({R}) =

∫
ρ(r)Vext(r)dr− 2

h̄2

2m

N/2∑

n

∫
ψ∗n(r)∇2ψn(r)dr

+
e2

2

∫∫
ρ(r)ρ (r′)

|r− r′| drdr′ + Exc[ρ(r)].

(3.21)

Substituting Eq. (3.21) into Eq. (3.20), we see that the force acting on the Ith
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nucleus takes the form

FI = −
∫
ρ(r)

∂Vext(r)

∂RI

dr− ∂VNN({R})
∂RI

. (3.22)

As defined in Eq. (3.4), the interatomic force constants can be accessed by differen-

tiating the forces with respect to nuclear coordinates

∂2U({R})
∂RI∂RJ

= − ∂FI
∂RJ

=

∫
∂ρ(r)

∂RJ

∂Vext(r)

∂RI
dr+δIJ

∫
ρ(r)

∂2Vext(r)

∂RI∂RJ
dr+

∂2VNN({R})
∂RI∂RJ

. (3.23)

In the case of small atomic displacements, the change in the ground state electron

density will have the form

∆ρ(r) = 4 Re
∑

n

ψ∗n(r)∆ψn(r). (3.24)

The variation in the Kohn-Sham wave function denoted by ∆ψn(r) is obtained by the

first order perturbation theory89 as follows

(Heff − εn) |∆ψn〉 = − (∆Veff −∆εn) |ψn〉, (3.25)

where Heff is the unperturbed Kohn-Sham Hamiltonian for an electron

Heff = − h̄2

2m
∇2 + Veff(r). (3.26)

The corresponding effective potential Veff is given by

Veff = Vext(r) + e2

∫
ρ(r′)

|r− r′|dr′ + Vxc(r). (3.27)
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The correction to the effective potential potential to the first order is

∆Veff(r) = ∆Vext(r) + e2

∫
∆ρ (r′)

|r− r′|dr′ +
dVxc(ρ)

dρ

∣∣∣∣
ρ=ρ(r)

∆ρ(r). (3.28)

The notation ∆εn represents the first order correction to the Kohn-Sham eigenvalue

∆εn = 〈ψn|∆Veff |ψn〉. (3.29)

The explicit expression for the change in the Kohn-Sham orbital will be

∆ψn(r) =
∑

m 6=n
ψm(r)

〈ψm|∆Veff |ψn〉
εn − εm

, (3.30)

where the sum runs over all the occupied and unoccupied states except the currently

considered state. Then Eq. (3.24) becomes

∆ρ(r) = 4
∑

n

∑

m6=n
ψ∗n(r)ψm(r)

〈ψm|∆Veff |ψn〉
εn − εm

. (3.31)

Terms in the summation for m corresponding to an occupied state are canceled and

hence make no net contribution, so that it needs only to include m corresponding to

unoccupied states in the evaluation. Equations (3.28 - 3.31) constitute a complete

loop for self-consistent calculations. Further details of calculation techniques are

described in Baroni et al.88

DFPT is especially suitable for calculating the force constant matrix in the recip-

rocal space through Eq. (3.11). The force constant matrix on a discrete grid of q

vectors, if known, can be used to interpolate the force constant matrix at any generic

q point by performing Fourier transforms and inverse Fourier transforms.
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3.3 LO-TO splitting

Crystals containing more than two atoms in the unit cell generate branches of the

optical wave, composed of one longitudinal optical (LO) phonon mode and two trans-

verse optical (TO) phonon modes. Generally, these can be treated with the frozen

phonon method or DFPT, excepting, however, the case where the q = 0 in ionic

crystals. In this section, we discuss the well-known effect of LO-TO splitting due to

the interaction of the long-range Coulomb field with the LO vibrations. A detailed

analysis of the coupling of phonon optical (both LO and TO) modes and photon in

typical ionic crystals and the resulting phenomenon of discontinuous modes near the

center of the Brillouin zone is discussed in Appendix B.

In the long wavelength limit q → 0, the dipoles created by the displacement of

charges in the optical phonon modes induces an electric field with assumed form

E(q) = E0(q)eiq·r−iωt which results in an additional restoring force

F = −M(ων)2u + eZ?E, (3.32)

where ων denotes the frequency of pure phonon modes obtained by solving Eq. (3.12),

and the site-dependent Z? is Born effective charge caused by the force acting on ion

arising from the macroscopic electric field. To be more specific, the Born effective

tensor takes the following expression

eZ∗sαβ =
∂Fs,α
∂Eβ

∣∣∣∣
usα=0

= − ∂

∂Eβ

∣∣∣∣
usα=0

∂USL
∂usα(q = 0)

∣∣∣∣
Eβ=0

= − ∂2USL
∂Eβ∂usα(q = 0)

∣∣∣∣
usα=0,Eβ=0

,

(3.33)

where USL = U/Nc represents the static energy per unit cell corresponding to the

converged energy of the optimized crystal lattice. Eq. (3.33) implies that the ten-

sor element, Z∗sαβ, for s-type ions is essentially equal to the partial derivative of the

macroscopic polarization in the β direction with respect to the α component of the

displacement evaluated at zero electric field. Combining Eqs. (3.12) and (3.32), the

44



equation of motion Eq. (3.33) is modified to be

−Msω
2uνsα(q) = −Ms(ω

ν)2uνsα(q) +
∑

β

eZ∗sαβEβ(q). (3.34)

In addition to the electronic contribution quantified by the electronic dielectric con-

stant ε∞, the total displacement field should also take the ionic polarization resulting

from the oscillating dipoles in the crystal into account

Dα(q) =
∑

β

εαβEβ(q) =
∑

β

ε∞αβEβ(q) +
4πe

Ω

∑

tβ

Z∗tαβutβ(q), (3.35)

where Ω is the volume of unit cell, and the notation ε without superscript denotes

the frequency dependent dielectric tensor. Through Eq. (3.35), we can derive the

relation between ε and high frequency ε∞ as

εαβ(ω) = ε∞αβ +
4πe2

Ω

∑

ν

Rν
αLνβ(

(ων)2 − ω2
)
Mν

(3.36)

with the definitions

Rν
α ≡

∑

tβ

Z∗tαβu
ν
tβ; Lνβ ≡

∑

sα

(uνsα)∗ Z∗sαβ. (3.37)

In order to find a solution for Eq. (3.34), we now consider the Maxwell’s equations

in the absence of external charges and currents for non-magnetic materials

∇ ·D = 0 (3.38)

∇× (∇× E) +
1

c2

∂2D

∂t2
= 0. (3.39)

For the case of TO modes, E ⊥ q, i.e. E · q = 0, Eq. (3.32) is reduced to FT =
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−Mω2u, and therefore for the pure TO mode

ω1,2
T = ων , (3.40)

which means the frequency of the doubly-degenerate TO modes is unshifted in the

presence of electric filed. While for the case of LO modes, E · q 6= 0, causing an

additional restoring force. In order to satisfy Eq. (3.38) we must have DL = 0, which

is equivalent to require that longitudinal component εαβ(ω) in Eq. (3.36) vanishes

ε∞αβ +
4πe2

Ω

∑

ν

Rν
αLνβ(

(ων)2 − ω2
)
Mν

= 0. (3.41)

To simplify the analysis, we assume there is only one LO modes having non-trivial

values of Rν
α and Lνβ, then straightforwardly from Eq. (3.41) we can obtain the LO

frequency in the range q→ 0

ω2
L = (ων)2 +

1

ε∞αβ

4πe2

ΩMν
Rν
αLνβ, (3.42)

which in fact is a q-independent quantity and upshifted in response to the dipole-

dipole interaction. Up to now, we have quantified the phenomema of LO-TO splitting

to a certain degree: in spite of the symmetry of the polar crystals, the LO mode is

accompanied by an additional restoring force due to the long-range nature of Coulomb

interaction. This extra force then in turn inspires the motions of ions, leading to the

frequency of the LO mode shift by an amount exactly equal to the second term of

Eq. (3.42) on the right, and thus breaks the degeneracy between the LO mode and

the two TO modes in a very narrow wavelength window close to q = 0. Furthermore,

it turns out in the simple case of the number of the coupled modes nνL = 1 the LO

mode and the TO mode have the following connection, called Lyddane-Sachs-Teller
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relation90

ω2
L

ω2
T

=
ε0

ε∞
, (3.43)

where the static dielectric tensor, ε0, is evaluated at ω = 0 in Eq. (3.36) according to

ε0
αβ ≡ εαβ(ω = 0) = ε∞αβ +

4πe2

Ω

∑

ν

Rν
αLνβ

(ων)2Mν
. (3.44)

It can be immediately seen that the frequency discrepancy of the LO mode from

that of the TO modes varies with the electronic contribution to the static dielectric

constant; The higher the ratio of ε0 to ε∞, the bigger the gap between ωL and ωT .

The analytic term of the interatomic force constant matrix Eq. (3.11) at exactly

q = 0 has been automatically included in the DFPT implementation of ab initio

packages such as ABINIT and QUANTUM ESPRESSO, the non-analytic term for

q→ 0 needs to be added additionally so that the total second-order matrix takes the

form

totC̃αβ
st (q→ 0) =AN C̃αβ

st (q = 0) +NA C̃αβ
st (q→ 0), (3.45)

where the non-analytic term is given by86,88

NAC̃αβ
st =

4πe2

Ω

(q · Z∗s)α (q · Z∗t)β∑
αβ qαε

∞
αβqβ

. (3.46)

Within the framework of DFPT, both Z∗ and ε∞ can be obtained via response to

the perturbation of the non-periodic electric field. Eq. (3.46) shows in the practical

calculation of including the coupling effect on LO modes for small q, and we need to

specify the direction of q along which this non-analytic correction is evaluated. This

associated direction can be determined from the non-trivial displacement-dependent

parameters Rν
α and Lνβ defined by Eq. (3.37). More details could be found in Chapter

6.
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Chapter 4

Theory of ionic transport in solids

4.1 Common diffusion mechanisms

The active diffusion in the ionic conductor is carried out by means of thermal acti-

vation with the help of defects. To evaluate the performance of a solid electrolyte

material as a practical ionic conductor, a necessary prerequisite is to understand the

microscopic diffusion mechanisms of the mobile carriers.

In real crystals, atoms constantly vibrate at a small amplitude near their equilib-

rium positions. At low temperatures, the vibrational energy of each atom is not high

enough to escape from its equilibrium site which we will reference as a “host” site. As

a result, the diffusion of ions in the crystal depends mainly on the defects introduced

by doping, which are called extrinsic defects. As the temperature rises gradually, the

thermal vibration of the atoms becomes more intense. Some of them with sufficient

vibrational energy may occasionally overcome quantum mechanical and Coulombic

interactions with surrounding atoms and break away from the regular lattice sites,

resulting in a number of intrinsic defects such as vacancies and interstitial ions in

the crystal. During this process, the change in the Born-Oppenheimer energy pro-

file within the crystal lattice, in turn, promotes the redistribution of atoms/defects.
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The generation, movement, and reset of those defects ultimately determines the ionic

conductivity of the material.

The equilibrium position of each atom in the crystal lattice corresponds to a

potential energy valley. To jump from one site to the nearest neighboring one, an

atom needs to surpass the barrier energy between the two positions. Every time an

atom vibrates back and forth, it can be considered an attempt to cross the barrier.

However, an active jump is likely to succeed only when the activation energy obtained

by the thermal fluctuation is greater than the barrier energy (Note that the migration

barrier here refers to the jumping of atoms between adjacent lattice positions). The

conductivity property of a material is actually the macroscopic reflection of a series

of microscopic jumping behaviors of ions between adjacent lattice points.

(a) (b) (c)

Figure 4.1: Schematic illustration of (a) vacancy, (b) interstitial, and (c) interstitialcy
mechanism of diffusion. The solid blue sphere, empty sphere, and arrow represent
current atomic position, to be occupied position, and hopping direction, respectively.

The energy barrier for atomic motion depends on many factors, such as crystal

structure, compound composition, atomic binding energy, etc. Also, it is closely

related to the diffusion mechanism of ions. In crystal with defects, the diffusion of the

ions usually proceeds through the following three most often encountered mechanisms,

(1) Vacancy mechanism

Ion diffusion via a vacancy mechanism occurs by exchanging the position of an ion

between a regular lattice site and neighboring vacancy. As illustrated in Fig. 4.1a,
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in the case of a vacant sit appearing in the crystal lattice, the nearest neighbor will

preferentially jump into the available vacancy, thereby moving one step by transferring

the vacancy from one lattice site to another. Besides the precondition of the presence

of a vacancy in the vicinity, the ion must also gain enough energy to overcome the

effective energy barriers due to interactions with surrounding ions and due to lattice

distortions.

(2) Interstitial mechanism

In the interstitial mechanism of diffusion shown schematically in Fig. 4.1b, the

ion hops from one interstitial position to the next one in the neighborhood without

the participation of the regular lattice sites. Such a mechanism is most likely when

the material has neighboring interstitial sites within the crystal structure. Although

the interstitial ions in the three-dimensional lattice are always adjacent to multiple

interstitial positions for jumping, the atomic activation energy must be sufficient for

ions to be able to squeeze into the target position by crossing the gap of normal lattice

sites.

(2) Interstitialcy mechanism

The diffusion process of the interstitialcy mechanism, also be known as the kick-

out mechanism, is schematically shown in Fig. 4.1c. Different from the elementary

act of single-hop seen in the first two mechanisms, the movement of ions according

to this mechanism is taking place by the cooperative hops of an interstitial ion and

an ion at a normal lattice site. Specifically, the lattice ion hops to an adjacent

interstitial position, leaving a vacancy that is subsequently being occupied by the

nearby interstitial ion. The process is equivalent to an interstitial ion displacing the

lattice ion by kicking it out to an empty interstitial site. When the involved one

lattice and two interstitial sites are non-collinear, the initial and final states of the

interstitialy diffusion of ions of the same type are identical to the direct interstitial

diffusion. However, the elementary diffusion attempt, which consists of two instead of
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one single ionic hops, may result in a more energetically favorable migration pattern

with relatively lower barrier energy. In fact, the concerted mechanisms of multiple

ions have been identified in a number of very promising electrolyte materials by He

et al.91

4.2 The Nernst-Einstein equation and the Haven

ratio

As discussed in the previous section, the diffusion of ions in solid proceeds by means of

thermal activation with ions hopping randomly to available vacancies and interstitial

sites of the lattice structure. For the case that the hops of ions of the same type a are

uncorrelated to each other, the single ion motion is described by the tracer diffusion

coefficient Dtr
92

Dtr = lim
t→∞

d

dt

[
1

2dNa

〈
Na∑

i=1

|∆Ri(t)|2
〉

t

]
, (4.1)

where d = 3 for three-dimensional system, Na denotes the number of ions of type a,

∆Ri(t) = Ri(t)−Ri(0) represents the displacement of the i-ion over the time interval

t. As indicated by the bracket symbol, the ion travel distance in the time interval t is

actually the statistical average over all the distances with same time duration in the

ensemble.

The dependence of Dtr on temperature is usually described by Arrhenius relation-

ship is

Dtr = D0e
−Ea/kBT , (4.2)

where D0 is a constant, T the temperature in Kevin, and kB the Boltzmann constant.

Ea represents the activation energy, which is numerically equivalent to the energy

barrier that the mobile ion has to overcome to move through the crystal.

The ion conductivity, which is prompted by the movement of charged ions in the
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crystalline solid, can be quantitatively described by the product of the mobile ion

concentration, that is, the number of conductivity carriers per unit volume ρa =

Na/V , the charge of the mobile ions q, and mobility µ

σ = ρaqµ. (4.3)

At a fixed temperature, the ion mobility is expressed as

µ =
qDσ

kBT
, (4.4)

in which the proportional conductivity diffusivity Dσ is often used to measure the

effectiveness of the collective diffusion of all mobile ions

Dσ = lim
t→∞

d

dt


 1

2dNa

〈∣∣∣∣∣
Na∑

i=1

∆Ri(t)

∣∣∣∣∣

2〉

t


 . (4.5)

Combining Eqs. (4.3) and (4.4) leads to the following expression for the ionic con-

ductivity

σ =
ηq2

kBT
Dσ. (4.6)

So far, we have obtained the well-known Nernst-Einstein equation, which connects

ionic conductivity with the conductivity diffusion coefficient.

The charge diffusion coefficient, by definition, can be divided into two terms

Dσ = lim
t→∞

d

dt

[
1

2dNa

〈
Na∑

i=1

|∆Ri(t)|2
〉

t

]
+ lim
t→∞

d

dt


 1

2dNa

〈
Na∑

i=1

Na∑

j 6=i
|∆Ri(t) ·∆Rj(t)|

〉

t




= Dtr +Dco,

(4.7)

from which it is clear to see that the first part on the right-hand side is exactly

the tracer diffusion coefficient of individual hops. The second cross-interaction term,

denoted by Dco, comes from the contribution of the correlated motion between all
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pairs of ions of the same type a but with different labels.

Typically, we introduce Haven ratio Hr to characterize the independent non-

interacting diffusion relative to the integrated behavior of interparticle interactions.

It is defined to be the ratio of tracer diffusivity to the conductivity diffusivity

Hr =
Dtr

Dσ

=
Dtr

Dtr +Dco

. (4.8)

Straightforwardly, when there is no correlation between different particles, Dσ = Dtr.

Substituting Dtr in Eq. (4.2) for Dσ yields

σ =
ηq2

kBT

Dtr

Hr

=
ηq2

kBTHr

D0e
−Ea/kBT . (4.9)

The above equation is usually employed to analyze ionic conductivity from the results

of molecular dynamics simulations at various temperatures. In addition to the factors

such as temperature, carrier concentration, and so on, ion conductivity is also directly

influenced by the dynamical correlations of ions movement. A lower value of Hr

implies multiple ions that interact to hop collectively, which is conducive to improving

the conduction of ions in solid electrolyte materials. However, it is a computational

challenge to directly assess the coupled motions between migrating ions from Hr since

a much longer simulation time is needed for the cross term Dco or the total diffusivity

Dσ in Eq. (4.8) to achieve convergence. The practical technique we adopted for

evaluating possible correlated hopping can be found in Chapter 9.

Generally, the crystal structure of a typical solid electrolyte with excellent per-

formance is constructed by two sublattices nesting with each other. One conduct-

ing sublattice is composed of conducting ions, and the other forms the framework

structure. While the conducting sublattice displays a highly disordered melting or

liquid-like behavior, the framework sublattice must be frozen and rigid enough to

ensure structural stability in response to the changes of the operating environment,
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such as temperature and pressure. In addition, it should include suitable void space

that allows the crystal to transfer ions through continuous pathways. Such diffusion

channel is best to be two-dimensional or three-dimensional. It also expects that there

are various locations for the mobile ions to occupy; that is, the defect sites outnumber

the migrating ions themselves. Furthermore, the available positions for ions to hop

should be similar in energy. Equally essential is that the migration barrier energy

between the neighboring sites should be fairly low so that the ions can easily hop

from one to another.

4.3 Modeling method of ionic transport

Within the first principles or ab initio theoretical framework of DFT, two reliable com-

puter simulation techniques have been developed to understand the ionic transport

properties of electrolyte materials. One is the Nudged Elastic Band (NEB) method,

which is generally used to determine the barrier energy of the ion migration by finding

the minimum energy path (MEP) between two metastable configurations. Another

approach is molecular dynamic (MD) simulations, a powerful tool for calculating the

statistical average of the macroscopic model by simulating the real-time dynamical

motions of interactive particles with quantum features.

4.3.1 Nudged elastic band method

For some rare events with pretty low reaction probability, it is necessary to simulate

about 1015 steps to observe the transition from reactants to products if using the

conventional molecular dynamics approaches. However, by presetting the initial state

and a known final state, the corresponding reaction path and energy barrier can be

obtained within acceptable simulation steps using the nudged elastic band (NEB)

method, which was proposed by the Jónsson group.51–53 Specifically, NEB is a method
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developed to locate the saddle points and the minimum energy path, i.e. the path

with the highest transition probability, between two metastable states on a potential

energy surface. It works by dividing the whole reaction path into several segments

with the starting and ending configurations of each segment referred to as discrete

“images” of the system. The “elastic bands” in this context mean any two adjacent

images are connected by springs, forming a path of springs. While the word “nudge”

implies that the spring forces act only along the band to maintain equal image spacing,

and the component of the potential force is constrained to perpendicular to the band,

hence in this way, each image tends to slide down toward the minimum energy path

to minimize its potential energy.

Suppose a continuum reaction path is represented by a chain of Nimg + 1 discrete

images in total. Initially, the reaction coordinate of the ith image, Ri, is determined

by linear interpolation

Ri = R0 +
i

Nimg

(RN −R0) , (4.10)

here R0 and RN denote the positions of the initial and the final state, respectively.

Define the normalized local tangent of the band at Ri as

τ̂ i =
τ i
|τ i|

, (4.11)

where

τ i =
Ri −Ri−1

|Ri −Ri−1|
+

Ri+1 −Ri

|Ri+1 −Ri|
. (4.12)

To calculate the force acting on Ri, only two terms, the elastic force that is parallel

to the tangent and a perpendicular force due to the external potential, are taken into

account

Fi = Fs
i |‖ + Fi|⊥ , (4.13)
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here elastic force projected along the band is simply given by

Fs
i |‖ = k [(Ri −Ri−1)− (Ri+1 −Ri)] · τ̂ iτ̂ i, (4.14)

in which k is an artificial elastic constant, and therefore F|‖ is a fictitious elastic force

designed for the purpose of numerical simulation. The second piece, the real external

force projected orthogonally to the path direction, takes the form

Fi|⊥ = ∇U (Ri)|⊥ = ∇U (Ri)−∇U (Ri) · τ̂ i. (4.15)

All of the intermediate images are being optimized simultaneously using various types

of optimization schemes such as steepest descent93 or Broyden’s method94 to find the

lowest possible energy. The minimum energy path condition is satisfied when

∇U (Ri)|⊥ = 0. (4.16)

As illustrated in Eq. (4.14), the elastic constant k is set to be identical for all

springs so that the images can keep uniform spacing when converging on the minimum

energy path. However, usually there is no image that lands at the saddle point and

the saddle point energy has to be estimated by interpolation, causing the activation

energy obtained from the difference between the local minima and the saddle point

energy much uncertainty. Later Henkelman95 proposed a so called climbing image

nudged elastic band method (CI-NEB) to constraint the convergence of a saddle

point. Compared to the original formulation of the NEB method, the extended CI-

NEB method redefines the force, Fimax , acting on the image with the highest energy

as follows

Fimax = −
[
∇U (Rimax)− ∇U (Rimax)|‖

]
+ ∇U (Rimax)|‖

= −∇U (Rimax) + 2∇U (Rimax) · τ̂ imax τ̂ imax .

(4.17)
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The above equation indicates that instead of being affected by the elastic force, the

highest energy image experiences an inverted potential force along the band. The

treatment allows the highest energy image to climb up to the transition state along

the minimum energy path, giving a rigorous recognition of the saddle point.

In the perspective of ionic conductivity, the saddle point energy along the mini-

mum energy path is the potential energy maximum which approximates the activa-

tion energy barrier Ea, a quantity of central importance for analyzing the migration

mechanisms within transition state theory as adapted to ionic migration.

4.3.2 Ab initio molecular dynamics

The basic idea underlying molecular dynamics (MD) is that knowledge of the effec-

tive interaction potentials between particles in a system allows for simulation of the

dynamic evolution behavior of the entire system. Unlike classical MD methods using

empirical force fields, the approach of ab initio molecular dynamics (AIMD) uses the

force field derived from quantum-mechanical Schrödinger wave equation and samples

the atomic configurations over the simulation duration to accurately determine the

equilibrium thermodynamic and dynamical properties of the studied system.96–98

For the Born-Oppenheimer variant of AIMD, the theoretical framework is formed

by unifying electronic structure calculations with the molecular dynamics of classically

behaving nuclei. Compared with Eq. (2.6), the total wavefunction for the Schrödinger

equation with time-dependent state of the nuclei is expanded to be

Ψ({r}; {R}; t) = ΨR({r})χ({R}; t). (4.18)

Due to adapting the slow nuclear motion adiabatically, the electronic structure

at each instant step of MD simulations is reducible to a time-independent quantum

problem. That is, the separation leads to a stationary Schrödinger equation for the
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quickly varying electrons Eq. (2.9) and a Newtonian equation of motion for the slowly

varying nuclei in an effective potential

MIR̈I = FI = −∇RU({R}), (4.19)

where U({R}) is the Born-Oppenheimer potential energy surface with the detailed

discussion given in Section 2. From the perspective of the nuclei, the electron is

always in the ground state, indicating the electronic structure problem has to be

solved self–consistently to reach the minimum ΨR({r}) at each AIMD step.

On the basis of the atomic forces F({R}) evaluated from the Hellmann-Feynman

theorem, it is crucial to formulate a numerical algorithm to integrate the equations of

motion on the time scale given by nuclear motion. One of the simplest but effective

integrators is originate with a Taylor series expansion to express the atomic positions

at t+ ∆t in the following form

RI(t+ ∆t) ≈ RI(t) + ṘI(t)∆t+
∆t2

2!
R̈I(t) +

∆t3

3!

...
RI(t) +O

(
∆t4
)
. (4.20)

Replacing ṘI(t) and R̈I(t) with the equivalent notations vI(t) and FI(t)/MI , respec-

tively, Eq. (4.20) becomes

RI(t+ ∆t) ≈ RI(t) + vi(t)∆t+
FI(t)

2MI

∆t2 +
∆t3

3!

...
RI(t) +O

(
∆t4
)
. (4.21)

Similarly, the application of the Taylor series for RI(t−∆t) gives

RI(t−∆t) ≈ RI(t)− vi(t)∆t+
FI(t)

2MI

∆t2 − ∆t3

3!

...
RI(t) +O

(
∆t4
)
. (4.22)
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Adding Eqs. (4.20) and (4.22) we find immediately

RI(t+ ∆t) + RI(t−∆t) = 2RI(t) +
FI(t)

MI

∆t2 +O
(
∆t4
)
. (4.23)

Rearranging the above equation yields the Verlet algorithm for numerically propa-

gating the positions99

RI(t+ ∆t) = 2RI(t))−RI(t−∆t) +
FI(t)

MI

∆t2 +O
(
∆t4
)
. (4.24)

The local error in estimating the updated atomic position is 4th order ∆t4. The atomic

velocity, which plays no part in the above integration process, is simply derived from

the forward and reverse trajectories using finite difference method

vI(t) =
RI(t+ ∆t)−RI(t−∆t)

2∆t
+O

(
∆t2
)
. (4.25)

To directly involve velocity, it is convenient to devise a mathematically equivalent

form of the Verlet algorithm. Note that the substitution of (t − ∆t) → t and t →

(t+ ∆t) in Eq. (4.22) allows to derive back the expression for RI(t)

RI(t) ≈ RI(t+ ∆t)− vi(t+ ∆t)∆t+
FI(t+ ∆t)

2MI

∆t2. (4.26)

By inserting Eq. (4.21) into Eq. (4.26), we obtain the updated velocity at one

advancing time step t+ ∆t

vI(t+ ∆t) = vI(t) +
FI(t) + FI(t+ ∆t)

2MI

∆t. (4.27)

Equations (4.21) and (4.27) constructs the complete velocity variant of the veloc-

ity algorithm100 which concurrently evolve the atomic positions and velocities. By

recursively incorporating the velocity Verlet algorithm into Eq. (4.19) in a long time
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MD simulations, it enables to improve stability of the numerical integration of the

equations of motion with a high level of accuracy.101

AIMD simulations are typically carried out with the subjection of a statistical

ensemble specified by a set of constraint equilibrium conditions. There are three

commonly used ensembles for creating a target environment in solid electrolytes sim-

ulations. The microcanonical ensemble at the constant condition of the number of

particles N , the volume V , and total energy E describes isolated systems free from

an external force. In this ensemble, only those microstates or configurations forming

conserved E hypersurface are allowed to count in the ensemble average of a quantity,

for which the contribution of the qualified phase space points is equally probable

according to the principle of equal a priori probability in statistical mechanics. The

constant (N, V, T ) condition of motion corresponds to the canonical ensemble. Typ-

ically, the fixed temperature T is attained by bringing the system of interest into

contact with an external thermostat. As a result, the total energy of the simulated

system may fluctuate for exchanging heat and work with the external system. A

popular approach is the Nosé–Hoover algorithm102,103 to maintain the thermal equi-

librium between the physical system and the surrounded heat reservoir or heat bath.

Under equilibrium conditions of canonical ensemble, the probability of the simulated

system being in a particular microstate is governed by Boltzmann distribution. As

in the canonical ensemble, the isothermal-isenthalpic ensemble is used to treat the

statistical distribution of a system held at a constant number of particles N and

temperature T . The distinctive feature of this ensemble is that pressure P is also

chosen as a control viable with invariant value preserved by allowing the change in

the volume of the simulated system.

The AIMD simulation has been one of the most dominant theoretical tools to

study various problems in computational fields of physics, chemistry, and biology,

etc. Particularly for examining ionic transport in solid electrolyte materials, the
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AIMD calculation at finite temperature offers the most convenient approach to di-

rectly observe the dynamic trajectories of mobile ions, which further allows relatively

comprehensive analysis on the favorable migration mechanisms and the associated

low-energy crystallographic sites that highly involved in the conducting process. In

this regard, the AIMD method of modeling the unbiased and spontaneous motions

of ions is able to reveal a great number of details compared to the NEB method-

ology applicable for evaluating hops with prespecified initial and final states. With

elemental quantities measured numerous times at regular time intervals, the main

characteristic of ionic conductor properties, such as diffusivity and ionic conductivity,

are subsequently accessible via the formulas discussed in Chapter 4.2. However, the

MD simulations are computationally expensive as large system sizes and sufficiently

long time scales are required to yield useful results with physics significance. Never-

theless, these drawbacks are expected to be alleviated with progressive development

in high-performance computing.

61



Part 2

Summary of Research Work
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Chapter 5

First principles simulations of

Li4P2S6, and Na4P2S6, and

Li2Na2P2S6

5.1 Overview

The project was motivated by the experimental result of Hood et al.104 Besides veri-

fying the based-centered monoclinic structure C2/m of Na4P2S6, the new experiment

also detected that the material has significant Na ion conductivity (3 × 10−6 S/cm)

at room temperature. By contrast, its Li4P2S6 analog, characterized with the space

group P321 (later was determined to be P 3̄m1 in computer modeling), exhibits poor

ionic conductivity properties. It was identified as a low conductivity decomposition

product in the formation of lithium thiophosphate electrolytes. Using DFT with the

harmonic phonon approximation, we found that the simulated stable structural pat-

terns for Li4P2S6 and Li4P2S6 are consistent with those reported in the experiments.

For Na4P2S6, it was observed that the Na ion migrates most likely within the plane

formed by h type sites via a vacancy mechanism, involving interstitial d type sites. We
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also predicted that the Na ion conductivity could be enhanced by alloying Na4P2S6

with Li to form Li2Na2P2S6 having the same C2/m structure with compacted a and

b lattice constants. The calculation of Helmholz free energies suggests that the alloy

material is stable for a range of temperatures at and above room temperature in terms

of the energy difference F(Li2Na2P2S6 + 2Na)- F(Na4P2S6 + 2Li) ≤ -0.35 eV. Molec-

ular dynamics simulations indicate that Li2Na2P2S6 has larger Na ion conductivity

than does Na4P2S6 and therefore is promising as a possible solid state electrolyte for

all solid state Na ion batteries.

Prof. Holzwarth conceived the original idea of the work presented in this chapter.

The numerical simulations and data analysis were performed by myself under the

guidance of Prof. Holzwarth. The first draft of the manuscript was written in collab-

oration with Prof. Holzwarth. Dr. Hood reviewed and helped with the improvement

of previous versions of the manuscript. All substantial corrections and revisions were

completed by Prof. Holzwarth and me.

5.2 Published work

The work was published in Physical Review Materials 4, 045406 (2020) and the local

copy can be found in Appendix A.
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Chapter 6

Continuity of phonon dispersion

curves of anisotropic ionic

materials

6.1 Overview

The work presented in this chapter was inspired by the observation that phonon

dispersion curves for ionic materials with hexagonal or other anisotropic structures

appear to have discontinuities or mode disappearances near the Brillouin zone center.

These discontinuities are related to the well-known coupling of some of the vibrational

modes to long-wavelength electromagnetic waves within the material as described in

1951 by Huang.105 Up to now, the full details of these discontinuities have not been

carefully described in the literature.

In this paper, we review the coupled equations for ion displacements and electric

fields in terms of the parameters obtained from DFT and DFPT derive expressions for

their solutions. It shows that the solutions can be expressed as linear combinations

of the pure phonon vibrational modes. This phonon basis expansion approach, while
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not currently implemented in typical density functional codes (such as ABINIT and

QUANTUM ESPRESSO), offers the benefits of efficiency and insight to polariton

analyses. The paper illustrates the polariton solutions near zero wavevector for boron

nitride (BN) in both cubic and hexagonal structures. The dispersion curves of the

phonon-photon modes were found to continuously connect within the conventional

phonon dispersion diagrams for these materials. This is especially interesting for

the anisotropic case of h-BN. While typical density functional codes already treat

the electromagnetic couplings to longitudinal modes, we show in this paper how to

extend the analysis to the transverse modes.

The discontinuity of the phonon dispersion curves was firstly noticed for the ma-

terials studied in Chapter 5. We presented the phenomenon in the weekly condensed

matter journal club discussions. At that time, Prof. Kerr proposed the initial concep-

tual idea of solving the phonon-photon coupling equations to understand the effect

of the macroscopic electric field on the phonon frequencies. Prof. Holzwarth and I

wrote the Fortran and Python codes to examine the newly developed theoretical for-

malism, respectively. The independent programming with the input taken from the

calculation carried out in ABINIT gave identical results, which also agree very well

with the ABINIT output produced using the so-called non-analytic correction to the

dynamical matrix to correctly represent the modified longitudinal optical vibrational

modes. The original draft was prepared in collaboration with Prof. Holzwarth. All

authors were involved in helping shape the analysis and manuscript.

6.2 Published work

The work was published in Journal of Physics: Condensed Matter 32, 055402 (2019)

and the local copy can be found in Appendix B.
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Chapter 7

First principles simulations of

Li3BO3, Li3BN2 and doped

materials

7.1 Overview

The work presented in this chapter consists of two companion papers: “Compu-

tational study of Li3BO3 and Li3BN2 I: Electrolyte properties of pure and doped

crystals” (Paper I) and “Computational study of Li3BO3 and Li3BN2 II: Stability

analysis of pure phases and of model interfaces with Li anodes” (Paper II).

While the two papers focus on different material properties, they constitute one

complete computational study of similar materials Li3BO3 and Li3BN2. Using first-

principles modeling techniques based on DFT and DFPT, the detailed diffusion sim-

ulation and analysis in Paper I reveals that the Li ion migration in the monoclinic

phases of Li3BO3 and β-Li3BN2 most likely proceeds via vacancy mechanisms. For

Li3BO3 the Li ion migration primarily occurs in planes formed by the b and c axes,

while for β-Li3BN2 the Li ion migration is largely one-dimensional along the a lattice
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direction. Our simulations show that while perfect crystals of these materials exhibit

essentially no conductivity, simulations with a Li vacancy ratio of 1/12 for Li3BO3

and 1/16 for Li3BN2 show reasonable agreement with several experimental conduc-

tivity measurements both reported in the literature and in the current study. The

structural properties of Li3BO3 and all the three reported phases of Li3BN2 are inves-

tigated in Paper II. Within the harmonic phonon approximation, the single phase of

Li3BO3 and the β and γ phases of Li3BN2 show good agreement between simulation

and experimental analysis. However, the reported tetragonal phase of α-Li3BN2 was

found to be unstable, as evidenced by imaginary phonon modes near the M point

of its Brillouin zone. Our analysis finds that the real α phase of Li3BN2 has an or-

thorhombic structure with a unit cell having twice as many formula units and very

small adjustments of the fractional coordinates compared with the original analysis.

Quasi-harmonic phonon simulations of the orthorhombic structure at room tempera-

ture is in good agreement with experimental X-ray patterns reported in the literature.

Also in Paper II, in anticipation of using the monoclinic forms of Li3BO3 and Li3BN2

as electrolyte or as stabilizing coating materials, we computationally analyzed the

stability of the compounds with respect to decomposition and also modeled their re-

activity with pure Li metal. The computational results suggest impressive chemical

stability for these materials. Additionally, simulations of idealized interfaces of these

materials with Li provide further evidence that these materials may be useful for the

stabilization of pure Li metal anodes in all solid state batteries.

The interest in studying Li3BO3 and Li3BN2 originates from the recommendation

of Dr. Hood to look into the borate family of materials for possible new electrolytes

systems. With an initial review of the literature, we defined several research ques-

tions and came up with a preliminary plan for our calculations. The simulations were

conceived and performed by myself. During the whole process, Prof. Holzwarth and

I had been keeping close discussions on possible directions, challenges, and progress.
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One of the most time-consuming sections is the quasi-harmonic analysis for Li3BN2

in the Pmmn structure. For each particular set of lattice constants of a uniform

3×3×4 grid, the prerequisite dynamical matrices were evaluated on a discrete q-grid

that contains 12 unique points in the irreducible Brillouin zone of the crystal. The

key coding for postprocessing Quantum Espresso data includes the interpolation of

Helmholtz free energy on a refined grid of lattice constants using MATLAB. In terms

of drafting the work, I wrote the first draft of both manuscripts. Revising and editing

of the later versions were completed in collaboration with Prof. Holzwarth. Each

manuscript benefits greatly from Dr. Hood’s insightful feedback from the experimen-

tal perspective.

7.2 Published work

Paper I and II have been published in Physical Review Materials and the local copies

can be found in Appendices C and D.
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Chapter 8

First principles simulations of Li

boracites Li4B7O12Cl and

Li5B7O12.5Cl

8.1 Overview

The mineral boracite Mg3B7O13Cl is characterized by a rigid framework of B-O bonds.

That structure has lead to Li ion conducting compounds such as lithium chlorobo-

racite Li4B7O12Cl. The material with fractionally occupied Li sites located in diffusion

channels formed by a rigid B7O12 framework possesses essential features of an ideal

Li-ion conductor.

Early experimental work in 1977106 identified three structural modifications of

Li4B7O12Cl related to a face-centered cubic pattern. The room-temperature α form

was suggested to have a rhombohedral distortion but was not fully characterized.

Our first-principles calculations find the optimized structure of the α phase to have

a face-centered rhombohedral structure with space group R3c (No. 161) and struc-

turally very similar to the higher temperature cubic structures of the β and γ forms
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apart from the fractional occupancy patterns of the Li configurations. Using the con-

vex hull approach, we estimate α-Li4B7O12Cl to be thermodynamically stable within

the composition space of Li2O, B2O3, and LiCl. Our analysis of Li ion mechanisms

indicates that a concerted process, involving two host Li sites and a neighboring un-

occupied site based on the face-centered cubic structure, provides the most efficient

ion transport in Li4B7O12Cl. The room temperature ionic conductivity calculated

from MD simulations is on the order of 10−4 S/cm, showing good agreement with the

recent experimental measurement for pure polycrystalline samples of Li4B7O12Cl.107

The temperature-dependent occupancies of Li sites, as the main structural distinc-

tion of the three reported modifications of Li4B7O12Cl, are also observed in the MD

simulations performed at various temperatures.

Another boracite-type compound with compositions of Li5B7O12.5Cl crystallizes

into an ordered cubic F23 structure.108 The material has a high structural similarity

to α-Li4B7O12Cl but a considerable difference in the occupancy parameters of the

similar Li positions. In this context, we would like to explore the question of how the

Li ion migration differs in the fully ordered Li5B7O12.5Cl and α-Li4B7O12Cl containing

natural Li vacancies. The migration study indicates that, unlike the case of the

α-Li4B7O12Cl, the Li ions transport in the crystal of Li5B7O12.5Cl most likely via

vacancy processes with rare involvement of the interstitial defects, resulting in poor

ionic conductivity with the extrapolated room-temperature value lower than 10−10

S/cm.

In the extended work carried out in collaboration with Cory Lynch, who is a fellow

graduate student in the group, we also predict that the Li ion conductivity can be

enhanced by substituting chemically similar ions to form Li4Al3B4O12Cl, Li4B7S12Cl,

and Li4Al3B4S12Cl. The three analog compounds all have the same R3c ground state

structure but with expanded lattices. The preliminary studies show that they also

have better Li conducting performance than Li4B7O12Cl and therefore are promising
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to be used as solid-state electrolytes in all-solid-state Li-ion batteries.

Under the supervision of Prof. Holzwarth, this work was planned and executed by

myself. The calculations were a little bit more challenging due to the disordered phase

of crystalline Li4B7O12Cl and the large unit cells for long-time MD simulations. The

manuscript, starting from my initial draft, is being revised and edited for publication.

8.2 Manuscripts in preparation

The submitted manuscript for the Li4B7O12Cl and Li5B7O12.5Cl systems can be found

in Appendix E. The results for the additional paper on boracite extensions are not

yet available at the time of the preparation of this dissertation.
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Chapter 9

First principles simulations of

idealized Li7.5B10S18X1.5 (X = Cl,

Br, I)

9.1 Introduction

This project focuses on modeling a recently reported family of superadamantanoid 

lithium thioborate halide electrolytes which have the composition in the form of 

Li7.5B10S18X1.5 (X = Cl, Br, I).3 The manuscript is being prepared, and this current 

chapter describes some of the key points. The three materials, all experimentally 

characterized by having the monoclinic space group symmetry C2/c (No. 15) with 

highly disordered Li and X sites arranged in the spacious cavity formed by a rigid 

B10S18 framework. The measured room-temperature ionic conductivity is on the order 

of magnitude of 1 mS/cm, qualifying themselves as the Li superionic conductors.

The chloride compound Li7.5B10S18Cl1.5 has some common features with the previ-

ously discussed lithium sulfide boracite Li4B7S12Cl, theoretically predicated by substi-

tuting S for O ions in the original boracite. In terms of similarities, the two materials
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systems, both showing favorable Li ionic conductivity, all have the same elemental

constituents with Cl and mobile Li ions residing in the large voids formed by B-S

framework in the crystalline structure of each material. In terms of difference, the ex-

perimentally realized superionic chlorine material Li7.5B10S18Cl1.5 is predicated to be

chemically stable, while as far as we know, the proposed boracite material Li4B7S12Cl

has not been realized in the experiment, and, according to our calculations, has some

chemical stability issues. The B-S framework of the known superadamantanoid ma-

terial is composed of a network of supertetrahedral BS4. In contrast, the boracite

material has both tetrahedral and planar B-S units to make the framework. The

symmetry of the newly found superionic material is rather low with monoclinic C2/c

space group, whereas the boracite structures are based on a highly ordered rhombo-

hedral R3c structure. Although both have big cavities, the void region of the boracite

case is smaller and more structured.

Our current computational study focuses on understanding the overall stability

and Li ion migration mechanisms of the group of thioborate materials Li7.5B10S18X1.5

(X = Cl, Br, I). By optimizing many possible stoichiometric crystalline configurations,

we found ordered ground state realizations of the materials for the three halides X

= Cl, Br, I. The evaluations of possible decomposition reactions suggest that all

those electrolytes are chemically stable. Molecular dynamics simulations based on the

initially ordered structures at various temperatures show significant Li ion hopping

within the void channels of the structures at temperatures as low as T = 400 K.

Further examination found the Li ion diffusion proceeds most likely via concerted

migration of multiple Li ions. Our preliminary results are in general consistent with

the experimental findings of Kaup et al.,3 indicating that these materials are very

promising solid electrolytes for possible use in all-solid-state Li ion batteries.
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9.2 Computational methods

The computational methods used in this work are based on density functional the-

ory44,45 using the PBEsol exchange-correlation functional and the projector aug-

mented wave (PAW) formalism. The atomic datasets with PAW basis and projector

functions were generated by the ATOMPAW code.56 All simulations were carried

out using the QUANTUM ESPRESSO package55 for the primitive cell of the C2/c

structure of four Li7.5B10S18X1.5 (X = Cl, Br, I) units (148 atoms). The structural

optimization calculations were performed with plane wave expansions of the wave

function including |k + G|2 ≤ 81 Bohr−2 and a uniform grid of 2 × 2 × 2 Bloch vec-

tors of k. For long-time molecular dynamics simulations, the number of plane waves

and Brillouin zone sampling was reduced to 64 Bohr−2 and a single zone-centered

k point, respectively. Results of crystal structures and ions mobility were reported

in the conventional cell setting of 296 atoms. The VESTA software package109 was

used to construct diagrams of crystal structures. Python110 and MATLAB111 cod-

ings were employed for calculating and visualizing the ion probability densities, using

data generated from molecular dynamics simulations. The symmetry properties of

the optimized structures were identified using the FINDSYM program.112

9.3 Crystal structures

Our calculations start from the experimental crystallographic data of Li7.5B10S18Cl1.5

obtained from X-ray diffraction measurement of single-crystal samples at room tem-

perature. The reported crystal structure was characterized to have monoclinic space

group C2/c consisting of eight formula units of 296 atoms per conventional cell. While

the B and O sites are fully occupied, the Li and Cl sites are highly disordered. More

specifically, the Li ions fractionally locate at eight symmetrically distinctive sites

while the Cl ions are partially placed in three inequivalent positions. To build up a
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reasonably good candidate for the idealized ordered structure of Li7.5B10S18Cl1.5, we

adjusted the fractional occupancies by assuming that all the Li sites and only two

of three Cl sites have 100% occupancy. However, even so, it was necessary to find

one or more distinct positions for accommodating the remaining eight Li ions, for the

reason that such atomic coordinates were not identified in the experimental analysis.

To reduce the computational burden, all simulations were carried out using a

primitive cell model with half the number of atoms of the conventional cell for this

particular symmetry. In this case, it was necessary to find four additional optimized

Li sites. By optimizing a sizable number of initial guesses with the possible missing

Li sites associated with 4f or 2e type points of a coarse grid, we found a relatively

lower energy ordered structure consistent with the C2/c symmetry. The structure

with the missing Li ions sitting at 4f position (0.036, 0.267, 0.062) is calculated to

have an energy of at least 0.06 eV per primitive cell lower than the energies of the

other candidate structures.

Comparing the polyhedral drawings shown in Fig. 9.1 for the experimental and

optimized crystal structures, we find that the placements of the B-S framework in the

two crystals are remarkably similar. To some extent, our ideal model has position

profiles of Li and Cl ions similar to those of experimental measurements, except that

the Li ions are more dispersed and uniformly distributed in the ordered representative

structure.

Since the three crystalline halides Li7.5B10S18X1.5 (X = Cl, Br, I) have the same

space group symmetry with similar lattice parameters and atomic positions, it is rea-

sonable to construct the initial configurations for the rest of halide materials simply

by substituting Br or I ions for Cl ions in the idealized Li7.5B10S18Cl1.5 structure,

instead of using the corresponding reported crystallographic data with diverse frac-

tional occupancy on the Li and X sites. The optimized ordered structural models for

all the three different halides, together with the drawings of experimental structures,
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(a)

(b)

Figure 9.1: Polyhedral diagrams of conventional cells of Li7.5B10S18Cl1.5, compar-
ing (a) experimental structure deduced from diffraction data with (b) the optimized
structure of this work. The Li, B, S, and Cl ions are represented by blue, black,
yellow, and green balls, respectively.
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Figure 9.2: Summary of results for the three different halides Li7.5B10S18X1.5 with
X = Cl (a and d), Br (b and e), I (c and f), comparing computationally optimized
structures on the top row with the structures deduced by Kaup et al.3 on the bottom
row. The color conventions are the same as in Fig. 9.1 except that the B-O framework
is indicated with thin stick.

are shown in Fig. 9.2. In order to visualize this a little bit better, we represent the

B-S framework with a thin stick so that we can easily see the Li and halide positions.

It is not out of our expectation to find the general likeness between those diagrams,

although there are indeed some differences in, for example, the arrangement patterns

of Li and X ions.

Table 9.1 summarizes the lattice parameters and the fractional coordinates of

the inequivalent Li and X atoms for the Li7.5B10S18X1.5 with X = Cl, Br, I. It is

worth mentioning that the lattice parameters are calculated to be around 0.2 - 0.5 Å

different from the experimental values. The slight discrepancy is perhaps due to the

lattice distortion when transforming from disordered to ordered representations. In

particular, the converged results of lattice parameters are somewhat surprising given

the radius consideration. Intuitively, the lattice volume would gradually expand from

the composition with Cl to the one with I. Further examination is required to provide
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a more detailed explanation.

Table 9.1: Summary of lattice parameters and inequivalent fractional positions of Li
and X ions for the most stable ordered phases of Li7.5B10S18X1.5 with X = Cl, Br, I.
The experiment data were taken from Kaup et al.3

X = Cl (cal./exp.) X = Br (cal./exp.) X = I (cal./exp.)
a (Å ) 20.96/21.16 20.88/21.21 21.09/21.32
b (Å ) 21.66/22.23 21.19/21.25 21.40/21.27
c (Å ) 16.02/16.13 16.07/16.26 16.08/16.21

α = γ (deg) 90.00/90.00 90.00/90.00 90.00/90.00
β (deg) 128.75/128.92 128.43/128.82 128.70/128.77

Volume (Å 3) 5672.62/5638.31 5572.37/5708.07 5664.13/5731.36

Fractional coordinates (x, y, z)
Atom Wyck X = Cl (cal.) X = Br (cal.) X = I (cal.)
Li(1) 4 e (0.000, 0.830, 0.250) (0.000, 0.834, 0.250) (0.000, 0.833, 0.250)
Li(2) 4 e (0.000, 0.063, 0.250) (0.000, 0.067, 0.250) (0.000, 0.066, 0.250)
Li(3) 8 f (0.666, 0.446, 0.453) (0.672, 0.445, 0.456) (0.669, 0.445, 0.455)
Li(4) 8 f (0.427, 0.143, 0.724) (0.407, 0.101, 0.741) (0.397, 0.092, 0.723)
Li(5) 8 f (0.375, 0.021, 0.587) (0.396, 0.047, 0.548) (0.389, 0.038, 0.532)
Li(6) 8 f (0.315, 0.374, 0.783) (0.327, 0.376, 0.792) (0.325, 0.374, 0.789)
Li(7) 4 c (0.250, 0.250, 0.000) (0.250, 0.250, 0.000) (0.250, 0.250, 0.000)
Li(8) 8 f (0.357, 0.259, 0.555) (0.367, 0.247, 0.557) (0.359, 0.252, 0.555)
Li(9) 8 f (0.036, 0.267, 0.062) (0.048, 0.281, 0.047) (0.055, 0.283, 0.048)
X(1) 8 f (0.035, 0.311, 0.383) (0.028, 0.341, 0.404) (0.028, 0.345, 0.403)
X(2) 4 e (0.000, 0.450, 0.250) (0.000, 0.482, 0.250) (0.000, 0.503, 0.250)

The experimental report also includes analysis of the neutron scattering in terms of

the pair distribution function, which we have reproduced in Fig. 9.3(a). To examine

our idealized structures, the pair distribution can also be simulated from our MD

data according to the expression

G(r) =
1

4πr2Nρ

〈
N∑

i=1

N∑

j 6=i
δ (r − |Ri(t)−Rj(t)|)

〉

t

, (9.1)

here N is the number of ions in the simulation cell which has a number density of ρ.

In practice, the summation over j includes periodic images of the simulation cell. The

above form is particular for describing the correlations of distinctive ions as the terms

j = i are excluded from the summation. The angular brackets in the expression imply

the averaging over the duration of the time frame t. For our purpose, the difference in

atomic positions indicated by Ri(t)−Rj(t) is only calculated for motions at same time

step. The finite time evolution behavior is not considered in the current calculation.

79



Figure 9.3: Plots of the pair distribution functions for Li7.5B10S18X1.5 with X = Cl
(red), Br (blue), I (green), comparing results deduced from (a) the experimental
neutron diffraction by Kaup et al.3 with results (b) calculated from MD simulations
at 〈T 〉 ≈ 400 K, averaged over 30 ps of simulation time.
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Figure 9.3(b) shows that the profiles of calculated pair distribution with respect

to the spatial distance are remarkably similar for Li7.5B10S18X1.5 (X = Cl, Br, I).

The first few main peaks located at 1.9, 2.6, 3.1, 3.7, 4.8, 5.4 Å correspond to

the separation of distinctive ions that are most likely to present in these crystal

structures. Comparatively, the experimental values of Kaup et al.3 obtained by

manually digitizing the published graph shown also in Fig. 9.3(a), are 1.9, 3.1, 3.7,

4.8, 5.3 Å . Perhaps because the dominating effects are coming from the robust B-

S framework, the experimental and the calculated results for the three halides, in

general, are very similar. It is therefore viable to use those ordered representative

models to study the properties of this group of materials.

9.4 Stability analysis

To address the likely stability of the lithium thioborate halide Li7.5B10S18X1.5 with

X = Cl, Br, I, we proposed several one-to-one analogous decomposition reactions for

the three materials as listed in the first column of Table 9.2. The reaction energies

are determined from the simple density functional static lattice analysis for each

material involved in the reactions. The positive values of the results, estimated by

subtracting the left (products) from the right hand side (reactants) energies, indicate

that the lithium thioborate halides are energetically more stable than the sum of the

given decomposition productions for these cases. Although the present theoretical

investigation is not the whole story, it does indicate the reasonable stability of the

three halide materials in terms of their chemistry.

9.5 Molecular dynamics simulations for Li ions

The trajectories Ru
i (t) of each ion i of type u at evolution time t from molecular dy-

namics simulations provide us the most essential starting point to access the motions
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Table 9.2: Computed energy differences (∆USL = UP
SL − UR

SL) between reactants (R)
and products (P) for reactions indicated by the first column. All energies are given
in eV units.

Reaction: R→ P ∆USL(X = Cl) ∆USL(X = Br) ∆USL(X = I)
Li7.5B10S18X1.5 → 1.5 LiX + 6 Li + 10 B + 18 S 25.54 25.63 25.71
Li7.5B10S18X1.5 → 1.5 LiX + 6 Li + 5 B2S3 + 3 S 13.12 13.20 13.28
Li7.5B10S18X1.5 → 1.5 LiX + 2 Li3BS3 + 4 B2S3 0.99 1.08 1.16
Li7.5B10S18X1.5 → 1.5 LiX + 3 Li2S + 5 B2S3 0.83 0.92 1.00

of the mobile Li and X ions in the lithium thioborate halides. In this work, we adaped

the ideas of He et al.113 to determine a probability density in the form

P u(r) =
1

kmax

kmax∑

k=1

∑

i∈u
δ (r−Ru

i (tk)) , (9.2)

here r denotes a lattice position that a u type ion visits, kmax represents the number

of time stpes, tk is the sampling time. By definition, the integral of P u(r) throught

the crystal cell is the total number of u type ions Nu. In practice, the evaluation is

based on the molecular dynamics trajectories in the conventional simulation cell. And

the delta function in the definition is approximated by an isotropic three-dimensional

Gaussian shape

δ(s) ≈ 1

(2πσ2)3/2
e−s

2/2σ2

(9.3)

with σ chosen as 0.2 Å .

Figure 9.4 shows the colored isosurfaces of constant probability values superposed

on the optimized structural diagrams, plotting separately for Li in the top row and

(X = Cl, Br, I) ions in the bottom row. It is evident that there are remarkably similar

shapes between the three halides. By rotating the visualization to other directions,

we found that most Li ions contribute to ionic current as they are observed to move

extensively within the crystal along three-dimensional migration pathways. More

information we can perceive is that the relatively easy conduction of Li ions in each

material is attributed to the low barrier energy between neighboring sites. It is
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Figure 9.4: Isosurface plots of P u(r) = 0.04Å −3 for Li (a, b, and c) and X (d, e, and
f) ions in Li7.5B10S18X1.5 with X = Cl, Br, I, visualized along the c-axis. The results
are determined from molecular dynamics simulations at 〈T 〉 = 768, 775, and 779 K,
respectively. The B10S18 units are represented by the thin sticks.

reasonable to speculate that the disorder within the Li ion sublattice in these systems

is a critical determinant to the superior Li conducting behavior. By contrast, the

motions of halogens X (X = Cl, Br, I) are confined within the void channels of

each of the crystals, presenting distribution patterns actually compatible with those

disordered arrangements of X ions of experiment structures shown in Fig. 9.1.

A more quantitative picture of Li ion diffusional properties is provided by the

mean squared displacements (MSD). For an MD simulation at average temperature

T

MSD(τ, T ) =
1

NLi

〈
NLi∑

i=1

|Ri(t+ τ)−Ri(t)|2
〉

t

, (9.4)

which is related to the tracer diffusion Dtr(T ) which is defined as

Dtr(T ) = lim
τ→∞

(
1

6τ
MSD(τ, T )

)
. (9.5)

The dependence of the tracer diffusion coefficient on temperature follows an Arrhenius
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behavior

Dtr(T ) = Drefe
−Ea/kBT , (9.6)

here kB is Boltzmann constant, the prefactor Dref and activation energy Ea are

deduced from the intercept and slope of the logarithmic plot of Dtr(T ) vs 1/T , re-

spectively. Also, from those diffusion coefficients for various temperatures, we can

approximate the conductivity of Li ions based on the Nernst-Einstein relationship

σ(T ) =
NLi

V

e2Dtr(T )

kBTHr

, (9.7)

where V is the volume of the simulation cell, the elemental charge e = 1.6 × 10−19

Coulombs for Li ions, Hr is Haven ratio typically used to estimate the coupling

motions between different Li ions.

Figure 9.5: MSD plot for Li ions of Li7.5B10S18Cl1.5 at various simulation temperatures
as indicated by the text near each curve.

Figure 9.5 shows the MSD results on Li7.5B10S18Cl1.5 averaged over time intervals

of up to 70 ps for five different average temperatures from 400 K to 800 K. It is

impressive to observe that there is appreciable Li ions migration at temperature as

low as 400 K. As the temperature increases, the diffusion coefficient increases as Li

ions gain more thermal energy to overcome the migration barriers to move a greater

distance.
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Figure 9.6: Plots of Li ion conductivity from MD simulations in comparison with
experimental conductivity measurements.

Figure 9.6 presents the Li ion conductivities for the iodine, bromine, and Cl mate-

rials, estimated from the MD results, comparing with the experimental measurements

reported by Kaup and co-workers.3 The general trend of the computational results

is that the iodide material displays the best ionic conductivity performance, followed

by the bromide and the chloride materials. The qualitative feature is consistent with

the experimental results superposed on this diagram here. However, the quantitative

comparison between the experiment and the calculation shows a significant discrep-

ancy. For example, the measured room temperature ionic conductivities for the three

halides are found to be about 1 mS/cm, while the simulated results are overestimated

by more than a factor of 10. The partial reason for the far less agreement between

the theory and the experiment can be ascribed to the simplistic approximation for

the Haven ratio. The simulation results assumed Hr = 1, which corresponds to the

notion of uncorrelated effects of Li ion migrations in the transport process. However,

it is the usual case that the Li ion hopping events are not independent as observed

for other classes of superionic conductors.

Since the known fact that the convergence of cross correlation term between con-

ducting ions with different labels takes longer simulation time, it is not convenient
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Figure 9.7: Frequency distribution of number of hoping events of Li ions in time
interval of 0.5 ps for Li7.5B10S18X1.5 with X = Cl (green), Br (brown), and I (violet).
The values of vertical axes are obtained from MD simulations of 50 ps duration using
primitive cell models at 〈T 〉 = 768, 775, and 779 K, respectively.

to analyze the correlated motion by directly calculating the haven ratio. One prac-

tical method is to track the motions of each migrating Li ion and tabulate the time

of the ion arriving at a new vacant equilibrium site of the optimized lattice. The

corresponding ground state configuration of Li7.5B10S18X1.5 (X = Cl, Br, I) contains

nine distinctive host sites for Li ions, ranging from Li(1) to Li(9) as the positions

listed in Table 9.1. For the convenience of later analysis, we mark those Li(1)-type

perfect lattice sites at Wyckoff position 4e with labels si1 (i = 1, 2, 3, 4). For the case

of this particular space group, the number of symmetrically equivalent sites of each

unique site type is reduced by half in a primitive cell setting. The label definition

for other host sites works in the same way. At each time step of MD simulations,

each individual Li ion was always appropriately labeled for the sake of tracking their

migration pathways within the crystal. Considering it is rare for the Li ion to get the

exact position of a host site, the arrival time of a Li ion was indicated when it reached

the shortest distance from its equilibrium site within a sphere of 1 Å about that site.

By definition, the difference between two consecutive arrival times measures the time

the Li ion takes for a hopping event to occur. The arrival times and related hopping
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details are accumulated for all the Li ions in the simulation cell. The collected infor-

mation allows us to analyze, for example, how many hopping events occurred within

a certain time period. Based on this model, we examined 100 time intervals of 0.5 ps,

and each was analyzed in terms of the number of hopping events that occurred. The

resulting histogram of numbers of Li ion hops, comparing between the three halides,

is presented in Fig. 9.7. The figure shows that for each material case, the percentage

of time intervals experiencing 0 or 1 hops is less than the intervals experiencing 2 or

more hops, suggesting the fast Li ion diffusion in Li7.5B10S18X1.5 (X = Cl, Br, I) are

likely attributed to the multi-ion concerted migration mechanism.

Figure 9.8: Histograms of the number of visitors of each host site type with label
indicated on the horizontal axes for Li7.5B10S18X1.5 with X = Cl (green), Br (brown),
and I (violet). The values of vertical axes are obtained from MD simulations of 50 ps
duration using primitive cell models at 〈T 〉 = 768, 775, and 779 K, respectively.

It also would be interesting to explore the degree of involvement of the host Li

sites in transporting Li ions in each material. For this purpose, we accumulated

the occupation times of different unique sites for each material and produced the

histogram plot as shown in Fig. 9.8. To be specific, the number of visitors of a given

site type counts when the mobile Li ions hop into any of its equivalent sites from a

nearest-neighbor site. In this sense, the comparisons of Fig. 9.8 indicate that the

Li(4) and Li(5) type sites, located within the large void cavities, are most attractive
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as they are visited by plenty of Li ions. To gain an insight into the vacancy formation

sites, we calculated the vacancy energy for each distinct host site of Li ions. The

results, obtained by relaxing the ideal lattice geometry with one absent Li ion on the

vacant position and one compensating charge of opposite sign, are summarized in

Table 9.3.

Table 9.3: Vacancy energies Ev (in eV/formula unit) for unique vacancy sites in
Li7.5B10S18X1.5 (X = Cl, Br, and I). The zero of energy was taken to be the lowest
vacancy energy.

Site Wyck Ev (X = Cl) Ev (X = Br) Ev (X = I)
Li(1) 4 e 0.166932 0.147793 0.136162
Li(2) 4 e 0.141463 0.095707 0.100984
Li(3) 8 f 0.177265 0.138379 0.127997
Li(4) 8 f 0.000030 0.000000 0.010037
Li(5) 8 f 0.000000 0.000002 0.010034
Li(6) 8 f 0.175595 0.144719 0.133384
Li(7) 4 c 0.212470 0.176451 0.159958
Li(8) 8 f 0.000083 0.002882 0.000000
Li(9) 8 f 0.075308 0.143022 0.129700

It is encouraging to note that those most popular sites are exactly the ones Li(4),

Li(5), and Li(8) with relatively lower vacancy energies, as given in Table 9.3. On

the one hand, the agreement corroborates our proposed scheme for analyzing Li ion

hoping events. On the other hand, it implies that the most probable conduction

path of Li ions is formed by the energetically favorable sites with approximately

similar energies. Such phenomenon observed for Li7.5B10S18X1.5 (X = Cl, Br, and I)

is compatible with the common features of fast ionic conductors.
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Chapter 10

Conclusions

In this work, we carried out first principles modeling of a number of solid electrolyte

materials intending to advance our understanding of their fundamental and techno-

logical properties, such as stability of the ideal bulk forms, the interface behavior with

anodes, and the underlying conduction mechanisms of the mobile ions. In general,

our computational results on each particular materials system under consideration

are compatible with the experimental measurements. It is also expected that some

simulation analysis on the predicated materials could provide critical insight for ex-

perimentalists for further possible investigations.

In terms of computational challenges, the first principles molecular dynamics sim-

ulation is usually limited to moderate-sized systems containing a few hundreds of

atoms. Typical MD runs demand above 500000 times steps of about 2 fs integration

interval to achieve converged statistics of diffusion processes. Even with the aid of

parallel supercomputers, it may take weeks or months to obtain sufficient sampling.

Besides, the quantity of interest evaluated starting from the immediate MD output

likely depends on numerical approximations. For example, the ionic conductivity is

commonly deduced from the Nernst-Einstein relation without considering the corre-

lated motions by assuming the Haven ratio Hr = 1. However, when coupled transport
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of ions is significant, the simplification can lead to a deviation of several orders of

magnitude from the experimental data. For that reason, more elaborate approaches

must be applied for not missing essential physical effects. Another challenge is the

systematically modeling of crystalline solids with structural disorders. Although it

is straightforward to convert a crystallographic structure with fractionally occupied

atomic sites to stoichiometric supercell configurations suitable for simulations, rea-

sonable sampling strategies are required because for highly disordered phases, the

number of permutations of atoms and available lattice sites may be way too high to

process.

As new electrolyte materials frequently appear in the experimental literature, the

established computational methods will continue to be powerful tools in comprehen-

sively understanding the basic properties of target materials. Nevertheless, there is

always plenty of space for refining the existing approaches as well as for developing

innovative ones to meet more specific and realistic needs.
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The ionic materials Li4P2S6 and Na4P2S6 are both based on the same building blocks of the dimer ions
(P2S6)4−. Motivated by new experimental structural and ion conductivity studies, we computationally examine
this family of materials, finding Na4P2S6 and its modification Li2Na2P2S6 to be promising Na ion electrolytes.
Using first-principles calculations based on density functional theory and density functional perturbation theory
within the harmonic phonon approximation, we show that vibrational effects provide nontrivial contributions to
the structural stabilization of these materials. Computed nonresonant Raman phonon spectra and temperature-
dependent ionic conductivity for Na4P2S6 are both found to be in reasonable agreement with experiment.
First-principles analysis of ionic conductivity in both Na4P2S6 and Li2Na2P2S6 indicates that Na ions move
primarily within the interlayer region between the (P2S6)4− layers, efficiently proceeding via direct or indirect
hops between vacancy sites, with indirect processes involving intermediate interstitial sites.

DOI: 10.1103/PhysRevMaterials.4.045406

I. INTRODUCTION

There is growing interest in developing all-solid-state bat-
teries for stable and efficient energy storage applications.
For example, a recent review [1] notes that inorganic solid
electrolytes “lie at the heart of the solid-state battery concept,”
stressing the importance of basic research for expanding our
knowledge of the fundamental properties of these materials.
As particular examples, alkali metal hexathiohypodiphos-
phate materials Li4P2S6 and Na4P2S6 and their modifica-
tions are of interest to the effort of developing all solid-
state batteries. While Li4P2S6 has been found to have very
small ionic conductivity [2–4], and is cited [5] as a decom-
position product in the preparation of lithium thiophosphate
electrolytes, Na4P2S6 [6] appears to be a competitive elec-
trolyte for sodium ion batteries. Recent experiments [6,7] have
provided new structural and electrochemical results which
prompt a reexamination of previous computational studies on
these materials [2,8] and also prompt an investigation of their
modifications, resulting in the prediction of a new promising
Na ion electrolyte having the composition Li2Na2P2S6.

Li4P2S6 and Na4P2S6 have very similar chemical and
structural properties based on the same building blocks
of (P2S6)4− (hexathiohypodiphosphate) complex ions which
have D3d point symmetry and typically align along the crys-
tallographic c axis. The crystal structure of Li4P2S6 was
analyzed by Mercier et al. in 1982 [9], finding a disordered
lattice with space group P63/mcm (No. 193) [10]. Hood et al.
[2] showed that the disordered Mercier structure could be
explained by the energetic insensitivity of the system to the
detailed layer arrangements of the (P2S6)4− complex ions. In
that paper, the disordered Mercier structure was categorized
in terms of the placements of the (P2S6)4− ions along the
hexagonal c axes using the labels P↑ and P↓. For the few

example structures we investigated, the lowest-energy struc-
tures were those with 50% P↑ and 50% P↓, while the structure
with 100% P↑ has the higher-symmetry space group P3̄1m
(No. 162) [10], with an energy of 0.03 eV per formula
unit higher than the lowest-energy structures. More recently,
Neuberger et al. [7] showed that it is possible to prepare more
highly crystalline samples. These samples, when analyzed
with a combination of x-ray analysis and nuclear magnetic
resonance (NMR) measurements, were found to have an
ordered structure with two inequivalent P sites and to be
characterized with the space group P321 (No. 150) [10] with
three formula units per unit cell. This new analysis provides an
explanation of how twinning and poor crystallinity may result
in samples consistent with the disordered Mercier structure
[9]. The Neuberger analysis supersedes the incorrect analysis
of Dietrich et al. [3] and approximately corresponds to a
Mercier-type structure with 1

3 P↑ and 2
3 P↓. However, for

reasons discussed below, we will reference the Neuberger
structure in terms of the P3̄m1 space group (No. 164) [10].

Meanwhile, the analogous sodium ion material Na4P2S6

was synthesized by Kuhn et al. [11] and shown to be char-
acterized by an ordered based-centered monoclinic structure
with space group C2/m (No. 12) [10]. Simulations by Rush
et al. [8] suggested that the C2/m structure may be metastable
with respect to lower-energy configurations analogous to the
Li4P2S6 materials. However, recent experimental results of
Hood et al. [6] on Na4P2S6 find its ground-state structure to
be the C2/m structure of Kuhn [11] and also find that it has
very promising ionic conductivity.

In view of the new experimental findings, this paper reports
a reexamination of our earlier work on Li4P2S6 and Na4P2S6

and also considers a possible mixed-ion material with the
composition Li2Na2P2S6. Our goal is to determine whether
modified and enhanced computational methods can explain
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the observed ground-state structures of these materials and
to explore mechanisms of Na ion conductivity in Na4P2S6

and Li2Na2P2S6. The remainder of the paper is organized
as follows. Section II presents the formalism and computa-
tional methods used in this work. Section III presents the
computational results for the structural analysis of Li4P2S6

and Na4P2S6, including the static lattice results in Sec. III A
and the effects of phonon energies within the harmonic ap-
proximation in Sec. III B. Section IIIB1 presents the phonon
dispersion curves and comparison between the calculated
and measured Raman phonon spectrum for Na4P2S6, while
Sec. IIIB2 presents the phonon dispersion curves for Li4P2S6.
Results for the phonon contributions to the stabilization of the
crystalline phases of both Na4P2S6 and Li4P2S6 are presented
in Sec. III C. Section IV presents results on the most stable
structure of Li2Na2P2S6. Section V examines the Na ion con-
ductivity properties of Na4P2S6 and Li2Na2P2S6. Section VI
contains the discussion and conclusions.

II. CALCULATIONAL METHODS

A. General formalism and software implementation

The calculations in this study were based on density func-
tional theory (DFT) [12,13] and density functional perturba-
tion theory (DFPT) [14–18] implemented in the ABINIT [19]
and QUANTUM ESPRESSO [20] codes, using the projector aug-
mented plane-wave (PAW) [21] method and using atomic data
sets generated with the ATOMPAW code [22]. These data sets
were generated with the most recent version of the ATOMPAW

code which has been modified for better compatibility with the
QUANTUM ESPRESSO formalism [23]. The software packages
VESTA [24] and XCRYSDEN [25] were used for visualizations
of structural configurations and FINDSYM [26] helped with
the space-group analysis of the structures. The MERCURY

software package [27] was used to simulate x-ray patterns
from calculation results and from published structural data.
Additionally, the Bilbao Crystallographic Server [28] was
used to help with the symmetry analysis.

Our previous simulation studies of ion conducting materi-
als [2,8] used the exchange-correlation functional of the local
density approximation (LDA) [29] because of its generally
good representation of vibrational properties of materials [30].
However, in this work, it is necessary to reexamine these pre-
vious simulations. Encouraged by recent reports by Petretto
et al. [31] and by He et al. [32] in simulating structural and
vibrational spectra for a wide range of inorganic materials in
reasonable agreement with experiment, we were motivated to
adopt the exchange-correlation functional based on a modified
generalized gradient formulation known as PBEsol [33].

B. Formalism for evaluating phase stability

1. First-principles estimation of the Helmholtz free energy

For a system held at constant temperature T and volume
V , the equilibrium state is described by a minimum of the
Helmholtz free-energy function F (T,V ). Within the frame-
work of the Born-Oppenheimer approximation [34] and the
harmonic phonon approximation [14,35], F (T ) is determined

by a sum of two terms1

F (T ) = FSL(T ) + Fvib(T ), (1)

where the subscript “SL” denotes the static lattice energy
at equilibrium and the subscript “vib” denotes the harmonic
phonon contribution. For insulating materials in their ground
state,

FSL(T ) ≈ USL, (2)

the static lattice Helmholtz free energy is approximately tem-
perature independent and determined by the internal energy
USL which is well approximated by the total energy of the
system determined from DFT [12,13], optimized with respect
to the crystalline lattice vectors and atomic positions. In
fact, our previous simulation studies of the materials [2,8]
considered only this static lattice contribution. In this work,
USL was evaluated using both ABINIT using a plane-wave
cutoff for representing the valence wave functions of |k +
G|2 � 50 Ry and QUANTUM ESPRESSO using a slightly larger
plane-wave cutoff of |k + G|2 � 64 Ry. Here, k and G repre-
sent an electronic wave vector and reciprocal lattice vector,
respectively. For calculations using primitive unit cells, the
Brillouin zone sampling of the electronic Bloch wave vector
k used Monkhorst-Pack grids [36] of 3 × 3 × 4 for the P3̄m1
structure and 6 × 6 × 6 for the C2/m and P3̄1m structures.
For calculations using supercells, the Brillouin zone sampling
was adjusted accordingly.

For evaluating the contribution to the Helmholtz free en-
ergy due to phonon vibrations in the harmonic phonon approx-
imation [14] we use DFPT which has been implemented in
both ABINIT and QUANTUM ESPRESSO. We follow a procedure
similar to that described in several references including one
by Howard et al. [37], as summarized briefly as follows. The
harmonic phonon approximation is based on the assumption
that it is sufficiently accurate to describe variations of the
equilibrium atomic geometry of the static lattice by a Taylor
series of small deviations in the atomic displacements of USL

up to quadratic order. This approximation does not include
any effects of thermal expansion, and the vibrational frequen-
cies derived from the analysis are independent of temperature.
The corresponding vibrational Helmholz free energy Fvib(T )
is explicitly given by the equation

Fvib(T ) =
∫ ∞

0
dω fvib(ω, T ), (3)

where the weighted phonon density of states factor fvib(ω, T )
is defined as [35]

fvib(ω, T ) = kBT ln

[
2 sinh

(
h̄ω

2kBT

)]
g(ω). (4)

Here, kB is the Boltzmann constant and g(ω) denotes the
phonon density of states normalized to 3N for a material
with N atoms in the unit cell. The weighted phonon density
of states factor fvib(ω, T ) is derived from the distribution

1For notational simplicity, the Helmholtz free energy is written
F (T ), suppressing the volume dependence in order to focus on the
temperature dependence.
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of quantum mechanical harmonic oscillator states [35]. In
order to assess the contributions of various phonon modes to
the vibrational free energy, it is also convenient to define an
integrated weighted phonon density of states factor

f int
vib(ω, T ) ≡

∫ ω

0
fvib(ω′, T )dω′. (5)

The phonon density of states g(ω) is determined from a
knowledge of the frequencies of the normal modes of vibra-
tion ων (q) as a function of phonon wave vector q:

g(ω) = V

(2π )3

∫
d3q

3N∑
ν=1

δ(ω − ων (q)), (6)

where the integral is taken throughout the unit cell. For our
three-dimensional systems, the integral of Eq. (6) is equal to
the total number of normal modes of the evaluation cell (3N)
which is 108, 36, and 36 for the P3̄m1, C2/m, and P3̄1m
structures, respectively.

2. Normal-mode analysis

The normal-mode frequencies ων (q) are found by solving
eigenvalue problems of the form

Msω
2
ν (q)uν

si(q) =
∑

t j

C̃si,t j (q)uν
t j (q). (7)

Here, the indices s, t, . . . denote atoms within the unit cell
and the indices i, j, . . . denote Cartesian directions (x, y, z).
Ms denotes the atomic mass of the atom at site s. The matrix
C̃si,t j (q) is the Fourier transform of the matrix of second
derivatives of the static lattice energy USL with respect to small
displacements of atoms in the unit cell. Explicitly, the analytic
part of the second derivative matrix is given by

C̃si,t j (q) =
∑

m

∂2USL({u})

∂usi(Rl )∂ut j (Rm)
e−iq·(Rl −Rm ), (8)

where Rl and Rm represent the positions of the lth and the
mth unit cells in the crystal, respectively. Because of the
translational symmetry of the lattice, the summation over Rm

in Eq. (8) spans all translation vectors of the unit cell and
the result does not depend upon Rl . The parameters usi(Rl )
represent the displacement in the i direction of atom s from its
equilibrium position (τs + Rl ) in cell l . For a normal-mode
analysis of the system characterized by phonon wave vector
q, usi(Rl ) is related to the normal-mode amplitude uν

si(q)
according to

usi(Rl ) = uν
si(q)eiq·Rl . (9)

Within the framework of DFPT, Eq. (8) can be evaluated as in
terms of the displacement amplitudes usi(q) according to

C̃si,t j (q) = ∂2USL

∂u∗
si(q)∂ut j (q)

. (10)

For ionic materials in the q → 0 limit, in addition to the
analytic contribution to the dynamical matrix (10), effects due
to the coupling of ion motions to long-wavelength electromag-

netic fields [14–18,34,38] must be taken into account. These
long-wavelength electromagnetic field couplings lead to the
frequency splitting of transverse optical (TO) and longitudinal
optical (LO) modes at q = 0 and for hexagonal and other
layered geometries as considered in this work, they lead
to apparent discontinuities in the phonon dispersion curves
ων (q) for some of the normal modes [38].

It is convenient to define an atomic weight factor which
represents the contribution of each atom type a among the
sites s to the mode ν according to

W ν
a (q) ≡

∑
s∈a,i

∣∣eν
si(q)

∣∣2
, (11)

where the normalized eigenvectors are defined according to

eν
si(q) = √

Msu
ν
si(q) where

∑
si

∣∣eν
si(q)

∣∣2 = 1. (12)

Using atomic weight factors given by Eq. (11) for each normal
mode, a projected density of phonon modes function (PJDOS)
for each atomic type can then be defined according to

ga(ω) ≡ V

(2π )3

∫
d3q

3N∑
ν=1

(
δ(ω − ων (q))W ν

a (q)
)
. (13)

Defined in this way, it is apparent that∑
a

ga(ω) = g(ω). (14)

In practice, it is of interest to examine the dispersion of the
normal-mode frequencies ων (q) plotted along various lines
within the Brillouin zone. In order to facilitate analysis of
the phonon dispersion curves ων (q) and projected densities of
states ga(ω) functions, both ABINIT and QUANTUM ESPRESSO

use interpolations based on Eq. (8) evaluated from the DFPT
results of the unique q points on a coarser Brillouin zone
sampling grid. In this work the coarse Brillouin zone sam-
pling grids for the phonon wave vectors q were based on
Monkhorst-Pack grids [36] using 3 × 3 × 4 for the P3̄m1
structure and 3 × 3 × 3 for the C2/m and P3̄1m structures.
All of these quantities provide insight into the factors which
contribute to minimizing the Helmholtz free energy [Eq. (1)]
which thus determine the most stable phase at any given
temperature.

3. Analysis of nonresonant Raman spectra

For purposes of validation, it is helpful to compare com-
puted and measured results whenever possible. In this case,
nonresonant Raman spectra have been measured for samples
of Na4P2S6 [6]. Furthermore, with an updated version of
ABINIT [39], it is now possible to make a first-principles
estimate of Raman spectra within the PAW formalism [21],
although restricted only to the local density approximation
(LDA) [29] exchange-correlation functionals. Accordingly,
for this portion of the calculation only, we used atomic data
sets generated by ATOMPAW [22] with the LDA exchange-
correlation functions. Past experience [40] shows that this
functional generally gives excellent results for phonon fre-
quencies while systematically underestimating lattice equilib-
rium lattice constants in terms of agreement with experimental
measurements.
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There have been a number of papers in the literature de-
tailing the equations for first-principles estimations of Raman
spectra. In this work we follow the work and approximate
the notation of Umari et al. [41], Veithen et al. [42], and
Prosandeev et al. [43]. We assume that the sample is com-
posed of randomly oriented crystals and that the measured
spectrum is unpolarized. For the Stokes shifted spectrum with
an assumed Lorentzian line shape, the Raman intensity I (ω)
as a function of frequency ω can be expressed according to

I (ω) =
∑

ν

〈
dσ

d�

〉ν
	ν

(ω − ων )2 + 	ν2 . (15)

Here, the sum over ν includes all of the Raman active normal
modes with frequencies ων . 	ν represents a linewidth parame-
ter that is estimated empirically. The orientationally averaged
Raman power cross section is given by [41]

〈
dσ

d�

〉ν

= V h̄(ωI − ων )4[nν (T ) + 1]

2ωνc4

∣∣〈αν
i j

〉∣∣2
. (16)

Here, V represents the volume of the scattering sample, c is
the speed of light, ωI denotes the frequency of the incident
laser light, and nν (T ) represents the temperature-dependent
Bose-Einstein distribution of the mode ν:

nν (T ) = 1

eh̄ων/kBT − 1
. (17)

The Raman matrix element for scattered light direction i and
incident light direction j for mode ν is given in terms of the
the displacement derivative of the electronic dielectric matrix
ε∞

i j according to

αν
i j =

√
V

4π

∑
sk

∂ε∞
i j

∂τsk
uν

sk . (18)

Here, the summation goes over all atoms s in the unit cell and
all Cartesian directions k. τsk denotes the kth component of
the equilibrium position of atom s within a unit cell and uν

sk
denotes the kth component of atom s of phonon eigenvector
of Eq. (7) evaluated for q = 0. The orientational averaging
can be expressed in terms of invariants of |〈αν

i j〉|2 according to
[43,44]

∣∣〈αν
i j

〉∣∣2 = 1

30

(
10G(0)

ν + 5G(1)
ν + 7G(2)

ν

)
, (19)
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C. Formalism for modeling ionic conductivity

1. Nudged elastic band (NEB) calculations

As in previous work [2,8], the “nudged elastic band”
(NEB) approach [45–47] was used to estimate the Na ion
migration energy Em. For both Na4P2S6 and Li2Na2P2S6 in
the C2/m structure, simulations were performed on supercells
constructed from primitive cells multiplied by 2 × 1 × 2.
In addition to simulating the energy path diagram for Na
ion vacancies between adjacent host lattice sites in order to
estimate Em, this same supercell was used to estimate the
formation energy E f as the static lattice energy difference
from the perfect supercell and one with a host lattice Na ion
placed in an interstitial position, forming a vacancy-interstitial
pair. From these results we can infer that the activation energy
Ea for Na ion conductivity can be estimated as

Em � ENEB
a � Em + 1

2 E f . (21)

Here, the upper estimate represents the case for a well-formed
sample with few native vacancies, while the lower estimate
represents the case for a sample with a significant population
of vacancies. It is generally expected that the temperature (T )
dependence of the conductivity is described by an Arrhenius
relationship

σ (T ) = A

T
e−ENEB

a /kBT , (22)

where A is a temperature-independent constant and kB denotes
the Boltzmann constant.

2. Molecular dynamics simulations

First-principles molecular dynamics simulations were per-
formed by using QUANTUM ESPRESSO [20], focusing on
the investigation of Na ion diffusion in both Na4P2S6 and
Li2Na2P2S6. For each material, the simulations were carried
out for a supercell constructed with 2 × 1 × 2 conventional
unit cells and eight formula units, using a minimal zero-center
k-point sampling grid 1 × 1 × 1. The plane-wave expansion
included |k + G| � 64 Ry and the energy tolerance of the
self-consistent field was set to 10−8 Ry. Each simulation used
a time step of t = 2.4 fs in a microcanonical ensemble
(NVE) and the Verlet algorithm [48] was chosen to integrate
the equation of motion. Since the equations of motion con-
serve the simulation energy E , the average temperature can
be determined for each ensemble from the average kinetic
energy of the simulation. Due to the temperature fluctuations
within each simulation, the temperature cannot be precisely
set by this procedure, but the approximate temperature can be
controlled by setting the initial conditions of each simulation.
This approach and choice of parameters gave good results in
previous molecular dynamics studies of ionic conductors by
our group [37]. Compared to the NEB approach for studying
ion hops along a presumed migration pathway, the molecular
dynamics simulations model the dynamics of motions of the
ensemble of ions within the femtosecond timescale. Thus, it
is possible to display more diffusion pathways and reveal new
diffusion mechanisms.

In order to quantify the molecular dynamics results in
terms of Na ion conductivity, we use the approximate
treatment based on the mean-squared displacements (MSD)

045406-4

96



COMPUTATIONAL AND EXPERIMENTAL … PHYSICAL REVIEW MATERIALS 4, 045406 (2020)

of the mobile Na ions. Denoting by rs(t ) the trajectory of the
sth ion as a function of time t , the MSD is given by

MSD(t, T ) ≡ 1

NNa

〈
NNa∑
s=1

|rs(t ) − rs(0)|2
〉

T

. (23)

Here, NNa represents the number of Na ions in the simulation
cell. The angular brackets represent an ensemble average
which in practice is achieved by averaging the expression over
multiple trajectories with the same time interval t [49]. The
subscript T denotes the average temperature of the simulation.
In the limit of long simulation times, the MSD is related to
the tracer diffusion Dtr(T ) which in turn has an Arrhenius
dependence on the simulation temperature T . For a three-
dimensional system,

Dtr(T ) = 1

6
lim

t→∞

(
MSD(t, T )

t

)
= D0e−EMSD

a /kBT . (24)

For this system, the Nernst-Einstein relationship between
the electrical conductivity and the tracer diffusion coefficient
[50,51] is given by

σ (T ) = NNa

V

e2Dtr(T )

kBT Hr
. (25)

Here, V represent the volume of the simulation cell and Hr

denotes the Haven ratio [52,53] which provides a measure
of the correlation in the motions of the conducting ions.
Comparing the constant coefficients in Eqs. (24) and (22) and
assuming that the two activation energies are comparable, we
find the Arrhenius constants have the relationship

A = NNae2D0

V kBHr
. (26)

Here, we see that the molecular dynamics analysis does
provide an estimate of the magnitude of ionic conductivity
up to the unknown Haven ratio Hr , while the NEB approach
does not. In general, the activation energy EMSD

a estimates
the ensemble average of single ion processes, while ENEB

a
estimates the activation energy for hopping between idealized
local minima in Na ion vacancy potential energy surface.

III. ANALYSIS OF STABLE CRYSTAL STRUCTURES
OF LI4P2S6 and NA4P2S6

A. Computed optimized static lattice structures

Based on previous computational experience and new ex-
perimental analysis outlined in the Introduction (Sec. I), we
focus on three different structures for analyzing the structural
properties of Li4P2S6 and Na4P2S6. These are the trigonal
Neuberger structure [7] analyzed for well-crystallized sam-
ples of Li4P2S6 having three formula units per unit cell, the
base-centered monoclinic Kuhn structure [11] analyzed for
crystals of Na4P2S6 having one formula unit per primitive
cell, and the trigonal reference structure having space group
P3̄1m which is based on a subgroup of the Mercier structure
of Li4P2S6 [9] having one formula unit per primitive unit cell.
While the P3̄1m structure has not been observed for these
materials, it does present a useful reference related to the
C2/m structure.

TABLE I. Summary of static lattice results. Lattice constants for
the primitive unit cells are listed in units of Å and angles in degrees.
The static lattice energy differences USL are listed as eV/(formula
unit) referenced to the energy of the P3̄m1 structure.

Li4P2S6 a b c α β γ USL

P3̄m1a 10.42 10.42 6.54 90.0 90.0 120.0 0.00
C2/mb 6.08 6.08 6.89 97.9 97.9 119.1 0.31
P3̄1m 6.03 6.03 6.48 90.0 90.0 120.0 0.04

Na4P2S6 a b c α β γ USL

P3̄m1 11.10 11.10 7.25 90.0 90.0 120.0 0.00
C2/mc 6.51 6.51 7.52 98.5 98.5 117.6 0.00
P3̄1m 6.45 6.45 7.13 90.0 90.0 120.0 0.09

aCorresponding experimental values quoted from Ref. [7] are a =
b = 10.51 Å, c = 6.59 Å, assuming the closely related space group
P321.
bLattice parameters for conventional unit cell are ac = 6.17 Å, bc =
10.48 Å, cc = 6.89 Å, and βc = 105.8◦.
cLattice parameters for conventional unit cell are ac = 6.74 Å,
bc = 11.13 Å, cc = 7.52 Å, and βc = 106.5◦. The corresponding
experimental values quoted from Ref. [11] are ac = 6.725 Å, bc =
11.222 Å, cc = 7.542 Å, and βc = 107.03◦.

Table I summarizes the lattice constants and angles com-
puted for these structures. From this table, it is apparent
that the calculated structural parameters are very close to the
available experimental values, differing by at most 0.1 Å and
1◦ for the lattice constants and angles. Figures 1(a)–1(c) show
the ball and stick models of the three structures. The unique
fractional coordinates are given in the Appendix.

In the course of optimizing the Neuberger structure using
the experimentally analyzed [7] fractional coordinates for
Li4P2S6 as a guide, we find that the optimized structure has
an additional inversion center compared with P321 space
group, resulting in the space group P3̄m1 (No. 164) [10].
This slightly contradicts the results of Neuberger et al. [7],
presented in their Supplemental Materials. On the other hand,
the x-ray diffraction patterns of the P3̄m1 and P321 structures,
which are shown in Fig. 2, appear to be very similar. In this
paper we will refer to the Neuberger structure in terms of the
P3̄m1 space group.

For the centered monoclinic unit cell C2/m structure of
Na4P2S6 analyzed by Kuhn et al. [11], it is convenient to
use the primitive cell vectors (a, b, c) which can be related
to the conventional monoclinic cell parameters (ac, bc, cc, βc)
according to [54,55]

a = 1
2 acx̂ − 1

2 bcŷ,

b = 1
2 acx̂ + 1

2 bcŷ,

c = cc cos βcx̂ + cc sin βcẑ. (27)

Analyzed in terms of the primitive cell parameters, it is
apparent from Table I and Figs. 1(b) and 1(c) that the primitive
cell form of Kuhn structure is very similar to the simple
hexagonal P3̄1m structure.

Also listed in Table I are the static lattice energies
USL referenced to the energy of the P3̄m1 structure.
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FIG. 1. Ball and stick visualizations of Li/Na4P2S6 in the (a) P3̄m1, (b) C2/m, and (c) P3̄1m structures showing axes of primitive cell
(brown lines and red arrows) with Li/Na, P, and S represented by blue, black, and yellow balls, respectively. Two shades of blue are used to
indicate the two inequivalent Li/Na sites in each structure.

The results for the materials in the C2/m and P3̄1m struc-
tures are somewhat different from the earlier results by Rush
[8] obtained using the LDA exchange-correlation functional.
The current results using the PBEsol exchange-correlation
functional find the lowest static lattice energy of Li4P2S6 in
the P3̄m1 structure which is consistent with the LDA results
which found the related Mercier structures to have the lowest
static lattice energies. For Na4P2S6, the PBEsol exchange-
correlation functional finds the lowest static lattice energies
for both the P3̄m1 and C2/m structures, while the LDA results
found the stability pattern for Na4P2S6 to be similar to that
of Li4P2S6.

B. Phonon contributions

1. Na4P2S6

In order to further analyze the structures, we computed
the phonon normal modes as explained in Sec. II B using

FIG. 2. Comparison of x-ray diffraction patterns for wavelength
λ = 1.54 Å for Li4P2S6 generated from the MERCURY software
package [27]. The upper (red) curve represents the experimental
analysis [7] analyzed with the P321 space group; the lower (blue)
curve represents the simulation results having the P3̄m1 space group.

DFPT in both the ABINIT and QUANTUM ESPRESSO codes.
While the equations in Secs. IIB1–IIB3 reference the phonon
frequencies in units of rad/s, the results presented here are
instead quoted as ω/(2πc) in units of cm−1 (where c de-
notes the speed-of-light constant). Figure 3 shows the phonon
dispersion curves along with the corresponding atom type
projected density of states [ga(ω)] for Na4P2S6, comparing
results in three considered structures. For each structure, the
associated path of high-symmetry q points is selected as
recommended for the type of Bravais lattice with diagrams
shown in Figs. 3(d) and 3(e), reproduced from Ref. [56].
In view of the fact that the phonon frequencies throughout
the Brillouin zone are real, each structure is predicted to
be dynamically stable. The figure shows considerable simi-
larity between the phonon dispersions ων (q) and atom type
projected density of states ga(ω), for the three structures.
While vibrational amplitudes on the S sites occur through-
out the frequency range, the Na amplitudes contribute to
mode frequencies in the range of 0–300 cm−1. Vibrations
in the range 300–600 cm−1 generally correspond to modes
associated with the (P2S6)4− dimer ions. In particular, all
three structures have two modes per formula unit which are
independent of q, indicating pure internal dimer vibrations.
For example, for the C2/m structure, these internal vibra-
tional modes occur near the frequencies ω30(q) = 370 cm−1

and ω32(q) = 540 cm−1 and occur at similar frequencies
for the other two structures. For the P3̄m1 structure having
three formula units per primitive cell, these internal dimer
vibrations occur in two groups of three modes each, with a
small splitting within each group due to a slight inequivalence
of one-third of the (P2S6)4− placements. The three phonon
band plots in Figs. 3(a)–3(c) display the apparent disper-
sion discontinuities at the 	 point mentioned in Sec. IIB2
[38].

Since the Raman spectrum of Na4P2S6 in the C2/m
structure has been measured [6], it is useful to examine its
Raman active phonon vibrational modes theoretically and
computationally. According to group theory analysis [28] of
the q = 0 normal modes for this system which is character-
ized by the C2h point group, the 36 vibrational modes are
distributed among the 4 distinct representations according
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FIG. 3. For Na4P2S6, plots of phonon normal-mode frequencies ω(q) in units of cm−1 for (a) P3̄m1, (b) C2/m, and (c) P3̄1m structures
all in their primitive unit cells plotted along various lines within the Brillouin zone. The atom type projected density of states [ga(ω), PJDOS]
are plotted using the same frequency scale along the right panel of each dispersion plot. Brillouin zone diagrams (d) for the trigonal P3̄m1 and
P3̄1m structures and diagram (e) for the monoclinic C2/m structure are reproduced from Hinuma et al. in Ref. [56] with permission from the
publisher.

to 9Ag + 7Au + 9Bg + 11Bu. Here, the infrared active modes
have symmetry 7Au + 11Bu and the remaining symmetries
9Ag + 9Bg are Raman active.

As mentioned in Sec. IIB3, the ABINIT code [39] has
not yet implemented the Raman intensity analysis for the
PBEsol [33] exchange-correlation functional, but only for the
LDA [29] functional. Consequently, it is important to assess
how sensitive are the computed phonon frequencies to the
choice of exchange-correlation functional. For this test, we
used PAW data sets generated with the ATOMPAW [22] code
and, as a further check, also use optimized norm-conserving
(ONC) developed by Haman [57] which are available from the
PSEUDODOJO project [58]. In Fig. 4 we compare the spectra of
Raman active mode frequencies computed using the LDA and
PBEsol exchange-correlation functionals using both the PAW
and ONC data sets. The results show that the phonon frequen-
cies generated with the LDA exchange-correlation functional
using the ONC and PAW data sets are essentially identical,
while those generated with the PBEsol exchange-correlation
functional and the PAW data sets, used in the majority of this
paper, are usually shifted to lower frequencies in the range of
5–15 cm−1.

Using DFPT to estimate the Raman spectra of Na4P2S6 in
the C2/m structure as described in Sec. IIB3 we can make
a quantitative comparison with the measured spectrum which

FIG. 4. Frequencies of q = 0 Raman active modes of Na4P2S6

in the C2/m structure. Comparing results of (a) ONC, (b) PAW, both
using LDA, to the results of (c) PAW using PBEsol.
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FIG. 5. Calculated Raman intensities for the C2/m structure of
Na4P2S6 using ONC (turquoise) and PAW (black), in comparison
to the experimental spectrum (red) [6] resulting from an incident
light wavelength of 532 nm. The calculated spectra used the LDA
exchange-correlation functional and were evaluated at T = 300 K.
For each mode, the Lorentzian linewidth 	ν was chosen to be
10 cm−1.

is presented in Fig. 5. For this simulation, we used the LDA
exchange-correlation functional and both ONC and PAW data
sets. The computed spectra assumed that T = 300 K and
assumed a constant Lorentzian linewidth of 	ν = 10 cm−1.
The computed and experimental intensities were adjusted
so that their peak intensities were each scaled to a value
of 1. The computed intensity curves using the ONC and
PAW are essentially superposed one on another validating
both the code implementations of the two formalisms and
also validating these ONC and PAW data sets. The results
also show a close agreement between the computed and
experimental values. For example, both the experiment and
calculation observe the highest intensity peak at about 383
and 371 cm−1, respectively. More specifically, this peak corre-
sponds to a normal mode of Ag symmetry associated with the
internal stretching motions of the (P2S6)4− ions. This mode
also corresponds to the lowest frequency nondispersive mode
mentioned in Sec. IIIB1 and shown in Fig. 3(b). In future
work, it may be appropriate to further investigate the sen-
sitivity of the computed spectra on the Lorentzian linewidth
parameter 	ν .

2. Li4P2S6

Since the Neuberger [7] preparation of Li4P2S6, corre-
sponds to the P3̄m1 structure, it is useful to compare its
vibrational spectrum with that of Na4P2S6 shown in Fig. 3(a)
in order to get a sense of the difference caused by replacing
Na by Li within the lattice of the same symmetry as shown in
Fig. 6. The comparison shows that the vibrational spectra for
the two materials are very similar; the main differences are
that the Li amplitude motions extend to higher frequencies,
370 cm−1, compared with the corresponding Na amplitude
motions.

FIG. 6. Phonon band structure and the corresponding projected
density of states for Li4P2S6 in the P3̄m1 structure. See Fig. 3(d) for
the Brillouin zone diagram of the hexagonal structure.

C. Helmholtz free energy and stability of crystalline phases

The total Helmholtz free energy of Na4P2S6 in each of the
three model structures, as evaluated from Eqs. (1)–(3), are
shown Fig. 7(a) in comparison with those of Li4P2S6 analogs
as plotted in Fig. 7(b). The corresponding vibrational free
energies Fvib near the room temperature are inserted in each
subfigure for comparing the contributions to the stability of
the crystal. As implied by the overlapped black and purple
curves in the inserted figures, the phonon contributions from
the two hexagonal structures P3̄m1 and P3̄1m are almost
identical with energy value higher than that of C2/m structure
throughout the temperature range for both materials. In the
case of Na4P2S6, the lowest Helmholtz free energy of the
C2/m structure indicates that the vibrational free energy con-
tributes to the stabilization of this phase. While for Li4P2S6,
although the C2/m structure possesses the lowest vibrational
free energy, it is the static energy USL that plays a dominant
role in stabilizing in the P3̄m1 structure.

We present the summary of simulation energies at T =
300 K in Table II to detail the relationships between the
competing energies. It is interesting to note that at this tem-
perature, Fvib < 0 for all of the Na4P2S6 structures while
Fvib > 0 for all of the Li4P2S6 structures. It is also interesting
to note that the vibrational contributions to the stabilization

TABLE II. Summary of simulation energies for Na4P2S6 and
Li4P2S6 at T = 300 K. Results given in units of eV/(formula unit);
for each material, the energy zero is set at the static lattice energy
USL for the P3̄m1 structure.

Na4P2S6 USL Fvib (300 K) F (300 K)

P3̄m1 0.00 −0.04 −0.04
C2/m 0.00 −0.08 −0.08
P3̄1m 0.09 −0.04 0.05

Li4P2S6 USL Fvib (300 K) F (300 K)

P3̄m1 0.00 0.19 0.19
C2/m 0.31 0.12 0.43
P3̄1m 0.04 0.20 0.24
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FIG. 7. Plot of Helmholtz free energy and the vibrational free
energy (inset) for (a) Na4P2S6 and (b) Li4P2S6, comparing results
for the P3̄m1 (black), C2/m (red), and the P3̄1m (purple) struc-
tures. In both sets of curves the zero of energy is taken by setting
USL(P3̄m1) = 0.

of these materials are substantial. For both materials at T =
300 K, the C2/m structure has the lowest value of Fvib.
This stabilizes the Na4P2S6 in the C2/m structure relative
to the other two structures. However, for Li4P2SS , the P3̄m1
structure has the smallest value of F = 0.19 eV/formula unit
benefiting from contributions of static lattice energy. Overall,
our results on each material are consistent with the corre-
sponding experimental analysis [6,7,11] in terms of structural
stability.

In order to further understand how the phonon normal
modes contribute to the vibrational Helmholtz free energy
Fvib(T ), it is helpful to examine the weighted phonon density
of states factor defined in Eq. (4) and its integral defined in
Eq. (5) as well as the phonon density of states g(ω) defined
by Eq. (6) which are all plotted in Fig. 8 for the functions
evaluated at T = 300 K representing Na4P2S6 (a) and Li4P2S6

(b), both in their C2/m structures. Here, we see that while
g(ω) � 0 for all frequencies ω, fvib(ω, T ) changes sign from
negative to positive when 2 sinh[h̄ω/(2kBT )] = 1. For T =
300 K, and for ω in units of cm−1, this sign change occurs at

FIG. 8. Details of the vibrational stabilization at T = 300 K for
(a) Na4P2S6, (b) Li4P2S6 in the C2/m structure. In each subplot, the
black curve indicates the phonon density of states g(ω), the red curve
represents the weighted phonon density of states fvib(ω, T = 300 K)
scaled by a factor of 100, and the purple curve gives the inte-
grated weighted phonon density of states factor f int

vib (ω, T = 300K)
as defined in Eqs. (6), (4), and (5), respectively. In these plots the
corresponding vertical scales are in units of states/cm−1 for g(ω),
eV/(formula unit)/cm−1 for fvib, and eV/(formula unit) for f int

vib.

ω ≈ 201 cm−1. Figure 8 shows that in the frequency range
0 � ω � 201 cm−1, Na4P2S6 has a greater phonon density
of states than does Li4P2S6, which numerically explains why
the vibrational Helmholtz free energy of Na4P2S6 is much
lower than that of Li4P2S6. Qualitatively, the fact that Na4P2S6

has a greater phonon density of states at low frequencies
could be explained by low-frequency vibrations of the more
massive Na ions compared with those of the less massive Li
ions.

IV. PREDICTION OF A MIXED-ION ELECTROLYTE
LI2NA2P2S6

A. Optimized structure

In addition to the reexamination of known crystalline mate-
rials Na4P2S6 and Li4P2S6, we also examined the possibilities
for mixed-ion material Li2Na2P2S6 based on the idea of ionic
substitution. For example, starting with the C2/m structure of
crystalline Na4P2S6, we consider the possibility of modifying
the structure by substituting two Li ions for two Na ions
in the setting of the primitive cell. The C2/m structure of
Na4P2S6 has two crystallographically distinct Na sites with
Wyckoff labels g and h. These are indicated by light blue
and dark blue shades in Fig. 1(b), respectively. From this
viewpoint, we intuitively construct two likely geometries of
atomic arrangements for Li2Na2P2S6. For the configuration
RLi

g illustrated in Fig. 9(a), we replace all equivalent Na ions
in Na4P2S6 of type g with Li ions. For the configuration RLi

h
illustrated in Fig. 9(b), we replace all Na ions of type h with
Li ions. After optimization using variable cell techniques,
both proposed structures retain their space-group symmetry of
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FIG. 9. Diagrams of two possible arrangements of ions for prim-
itive crystalline unit cells of Li2Na2P2S6 in their optimized C2/m
structures with Li, Na, and the building block (P2S6)4− units repre-
sented by green balls, blue balls, and wire frames, respectively. Li
ions in (a) are located at the equivalent g sites while in (b) Li ions are
located at h sites.

C2/m with the optimized lattice parameters for each potential
structure being listed in Table III. Given that RLi

g results in
a low-energy structure having relative static lattice energy
of −0.16 eV with respect to RLi

h , this configuration is deter-
mined to be the ground structure of Li2Na2P2S6 and will be
used in subsequent analysis and simulations. It is also worth
mentioning that the equilibrium volume of Li2Na2P2S6 in the
RLi

g structure has approximately 10% less volume than that
of Na4P2S6, which is not surprising because the Li ion has a
smaller radius than does the Na ion.

In the case of having Na as well as Li ions vibrating
in the same lattice, it would be interesting to compare the
vibrational features of Li2Na2P2S6 with those of the pure ma-
terial Na4P2S6 in terms of phonon dispersion relations which
are given in Figs. 10 and 3(b), respectively. The comparison
shows that the dispersion curves of the two materials are very
similar with the same number of modes covering an almost
identical range of frequencies. The fact that the harmonic
phonon analysis of the ground-state structure of Li2Na2P2S6

results in all phonon modes having real frequencies, provides
evidence of its dynamical stability.

TABLE III. Comparison of the optimized lattice parameters for
Li2Na2P2S6 in the RLi

g and RLi
h structures. Also listed are the static

lattice energy differences USL referenced to the energy of the RLi
h

structure in units of eV/formula unit.

RLi
g RLi

h

Primitive cell: a = b (Å) 6.18 6.46
c (Å) 7.50 7.01

α = β (deg) 97.77 97.88
γ (deg) 119.21 118.43

Conventional ac (Å) 6.26 6.61
cell: bc (Å) 10.67 11.10

cc (Å) 7.50 7.01
βc (deg) 105.50 105.54

USL (eV/FU) −0.16 0.00

FIG. 10. Phonon band structure and the corresponding projected
density of states for Li2Na2P2S6 (in the stable RLi

g structure). See
Fig. 3(e) for the Brillouin zone diagram of the C2/m structure.

B. Possible reaction pathways

To the best of our knowledge, the crystal Li2Na2P2S6

has not been yet observed experimentally. However, with
predictive capabilities of first-principles calculations, we can
quantitatively evaluate the plausibility of synthesizing the
material by considering a number of reactions. Perhaps the
simplest reaction involves replacing Na with Li in Na4P2S6

according to

Na4P2S6 + 2 Li → Li2Na2P2S6 + 2 Na. (28)

In this reaction (28) we assume that both Na4P2S6 and
Li2Na2P2S6 are in their ground-state C2/m structures and Li
and Na are in their metallic body-centered-cubic structures.
The reaction energy of the products P and the reactants R is
then estimated from

F (T ) = USL + Fvib(T ) + F metal
elec (T ). (29)

The reaction energy F (T ) calculated in this way repre-
sents the net energy of the process, typically referenced to
room temperature (T = 300 K) and does not account for
possible reaction barriers. Nevertheless, F (T ) is useful for
assessing stabilities; F (T ) > 0 implies that the reactants
are more stable than the products, while F (T ) < 0 implies
that the products are more stable than the reactants at tem-
perature T . Here, USL = U P

SL − U R
SL represents the static

lattice energy difference between the left-side reactants and
the right-side products of the reaction as determined from
ground-state (zero-temperature) density functional calcula-
tions. Similarly, we denote Fvib(T ) = F P

vib(T ) − F R
vib(T ) in

the harmonic phonon approximation, as the vibrational energy
change during the reaction process. For this reaction which
involves metallic constituents, there is in principle a contri-
bution F metal

elec (T ) due to temperature-dependent electronic
excitations of metallic Li and Na. However, our calculations
indicate these contributions are numerically small (∼10−3 eV)
and can be neglected. Graphs of F (T ) and separately of
the Helmholtz free energies of the reactants and products as
a function of temperature T are presented in Fig. 11. For this
reaction, F (T ) < 0 for the computed temperature range and
at T = 300 K, F (T = 300 K) = −0.35 eV. This suggests
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FIG. 11. Plot of the reaction energy of Eq. (28) as a function
of temperature. The inner plot presents the comparison of the
Helmholtz free energy of the reactants (blue curve) with that of
products (red curve) for the predicted reaction.

that it is energetically favorable for Li to replace Na according
to reaction (28) over a significant temperature range.

While reaction (28) provides a possible synthesis route
producing the mixed-ion electrolyte with an excess Na metal
coating, there are a number of other possible reactions
one can imagine to produce the pure mixed-ion electrolyte
Li2Na2P2S6. We have analyzed some of these according to
Eq. (29), neglecting the F metal

elec (T ) contributions. The results
are summarized together with the results for reaction [(28)
or No. 1] in Table IV. From this table, we see that the
only reaction that has a positive F is No. 3, suggesting
that Li2Na2P2S6 is unstable relative to the phase-separated
mixture of Na4P2S6 and Li4P2S6. On the other hand, knowing
that Li4P2S6 forms at very high temperature [2,7,9] suggests
that there may be a large activation barrier to the formation
of Li4P2S6. It is possible that a low-temperature synthesis
process that keeps the reaction energy below the energy of the

reaction barrier to form Li4P2S6 could provide a successful
pathway to the synthesis of Li2Na2P2S6. Perhaps some of the
reactions mentioned in Table IV (other than No. 3) are worth
investigating for this purpose.

V. IONIC CONDUCTIVITIES

A. Nudged elastic band (NEB) analysis

In order to understand mechanisms of Na ion conduc-
tivity in Na4P2S6 and Li2Na2P2S6 in the C2/m structure,
it is helpful to visualize part of simulation cell (composed
of 2 × 1 × 2 conventional monoclinic cells) as illustrated in
Fig. 12(a). Previously reported analysis of Na ion conductivity
in Na4P2S6 in the C2/m structure [8] found the most energeti-
cally favorable migration to occur with a vacancy mechanism
within planes containing Na ions at the crystallographic h
sites between (P2S6)4− layers. One example zigzag path is
illustrated in Fig. 12(a) showing net migration along the a
axis. Using the NEB methods discussed in Sec. IIC1, the
energy path diagrams for Na ion vacancy migration along
neighboring h sites for Na4P2S6 and Li2Na2P2S6 are com-
pared in Fig. 12(b). The results indicate that Em is significantly
smaller for Li2Na2P2S6 compared with that of Na4P2S6 which
correlates with the shortened distance between neighboring h
sites by approximately 0.2 Å.

The Na ion vacancy mechanism for the macroscopic ion
conductivity depends upon a population of Na ion vacancies.
For a highly ordered crystal, this population depends on the
“formation” of interstitial-vacancy pairs. In previous work [8],
the most favorable interstitial sites were found to be located
at the crystallographic d sites which are close to and in the
the same plane as the h sites as shown in Fig. 12(a). The
results of this work using the PBEsol exchange-correlation
function are qualitatively similar but numerically different
from the previous work [8] which used the LDA functional.
In this work, we find the following values (in units of eV):
Em = 0.25 and 0.16 and E f = 0.18 and 0.13 for Na4P2S6 and
Li2Na2P2S6, respectively, suggesting that Li2Na2P2S6 may

TABLE IV. Computed energy differences [Eq. (29)] for indicated reactions in eV units, evaluated at T = 300 K and neglecting electronic
excitation contributions. Na4P2S6 and Li2Na2P2S6 are assumed to have the optimized C2/m structures discussed in this paper, Li4P2S6 is
assumed to have the optimized P3̄m1 structure discussed in this paper, Na and Li are assumed to have the optimized bcc [space group Im3̄m
(No. 229)] structures, while the assumed structures of all other constituents are referenced in the footnotes.

No. Reaction: R → P USL Fvib F

1 Na4P2S6 + 2 Li → Li2Na2P2S6 + 2 Na −0.29 −0.06 −0.35

2 2 Li + 2 Na + 2 Pa + 6 Sb → Li2Na2P2S6 −10.62 0.06 −10.56

3 1
2 Na4P2S6 + 1

2 Li4P2S6 → Li2Na2P2S6 0.13 −0.03 0.10

4 1
2 Na4P2S6 + 2

3 Li3PS4
c + 1

12 P4S4
d → Li2Na2P2S6 −0.24 −0.02 −0.26

5 2
3 Na3PS4

e + 2
3 Li3PS4

c + 1
6 P4S4

d → Li2Na2P2S6 −0.48 −0.00 −0.48

6 2
3 Na3PS4

e + 1
3 P4S10

f + 2 Li → Li2Na2P2S6 −5.01 0.06 −4.95

7 2
3 Li3PS4

c + 1
3 P4S10

f + 2 Na → Li2Na2P2S6 −4.70 0.07 −4.63

aBlack phosphorous with space group Cmce (No. 64); from Ref. [59].
bOrthorhombic (α-S8) with space group Fddd (No. 70); from Ref. [60].
cγ -Li3PS4 with space group Pmn21 (No. 31); from Ref. [61].
dα-P4S4 with space group C2/c (No. 15); from Ref. [62].
eα-Na3PS4 with space group P4̄21c (No. 114); from Ref. [63].
fP4S10 with space group P1̄ (No. 2); from Ref. [64].
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FIG. 12. (a) Ball and stick diagram of a portion of the simulation
cell used to study Na ion conductivity in Na4P2S6 and Li2Na2P2S6

with the same ball color conventions as used in the diagrams shown
in Sec. III. Dark blue balls indicate Na ions with Wyckoff labels h,
light blue balls indicate Na or Li ions with Wyckoff labels g, and
gray balls indicate interstitial sites with Wyckoff labels d . The red
arrows indicate the most likely Na ion vacancy migration pathway
between adjacent h sites. (b) Configuration energy diagram results of
NEB calculation of Na ion vacancy migration along one step of the
indicated pathway, comparing results for Na4P2S6 and Li2Na2P2S6.

have promising Na ion conductivity. These and related results
will be summarized in Table V.

B. Molecular dynamics simulations

First-principles molecular dynamics simulations were per-
formed using supercells of Na4P2S6 and Li2Na2P2S6 as de-
scribed in Sec. IIC2. In order to collect statistically signif-
icant numbers of hopping events within reasonable simula-
tion times, it was necessary to use high temperatures for
the simulations; typically the temperature averaged over the
simulation time was 〈T 〉 > 900 K. It is expected that the high-
temperature simulation results can be extrapolated to more
physical temperatures in a simplified accelerated dynamics

TABLE V. NEB and MD results on Na4P2S6 and Li2Na2P2S6

calculated with the PBEsol exchange-correlation functional, in com-
parison to those of previous work obtained using the LDA exchange-
correlation functional and available experimental data. All energies
are given in eV units.

Materials Analysis Em Ef Ea

Na4P2S6 LDA + NEBa 0.30 0.24 0.42
PBEsol + NEB 0.25 0.18 0.34
PBEsol + MD 0.41
Experimentb 0.39

Li2Na2P2S6 PBEsol + NEB 0.16 0.13 0.23
PBEsol + MD 0.30

aReference [8].
bReference [6].

algorithm [65]. This approach follows the pioneering work of
Mo et al. [66].

The results offer additional perspectives on the Na ion
migration mechanisms of these materials. In particular, by
directly observing the ion trajectories, we find that the most
significant ion motion occurs within planes containing Na ions
(located at the Wyckoff labeled h sites at equilibrium) between
(P2S6)4− layers, consistent with the NEB analysis discussed
above. For simplicity, we will refer to this plane as the inter-
layer plane. We found that there is essentially no conduction
path along the c axis of these materials. We also examined the
Li ion motion for Li2Na2P2S6. At equilibrium, the ions are
located at the Wyckoff sites labeled g which are within the
(P2S6)4− layer planes. We found the Li ion trajectories to be
characterized by oscillations about their equilibrium positions
resulting in a high degree of site localization and essentially
no diffusion. Similar behavior was observed for the g-site Na
ions in Na4P2S6.

In order to visualize the significant Na ion motion in these
materials, Fig. 13 shows the superposed snapshots of the
ion positions in a volume containing the interlayer plane.
The snapshots were taken each time interval of 20t , where
t denotes the Verlet time integration parameter, for the
first 30 ps of the MD simulations. For Na4P2S6 the aver-
age temperature was 〈T 〉 = 955 K and for Li2Na2P2S6 the
average temperature was 〈T 〉 = 973 K. At the beginning of
the calculation, there are eight Na ions with labels from
Na(1) to Na(8) corresponding to their respective host lattice h
sites (h1 − h8) in the simulation cell. The notations (d1 − d4)
indicate the interstitial d sites within the supercell. More
labels with superscript “prime” were placed in each subfigure
representing sites in neighboring cells.

Figure 13 shows that in contrast to the predictions of
the NEB analysis which focused on ion vacancy migration
along the a axis, the molecular dynamics results suggest that
ion migration occurs throughout the interlayer plane due to
involvement of the interstitial d sites. Additionally, the results
qualitatively show that, compared to the case for Na4P2S6, it is
evident that the Na ions hop more frequently in Li2Na2P2S6,
presenting a more extensive network of diffusional channels.
Some general observations of the hopping events are as fol-
lows. The migration of Na ions is either via direct vacancy
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FIG. 13. Superposed snapshots of 30-ps molecular dynamics
simulations visualized within slices of the simulation cells contain-
ing an interlayer plane for (a) Na4P2S6 with average temperature
〈T 〉 = 955 K and (b) Li2Na2P2S6 with average temperature 〈T 〉 =
973 K. The time interval between snapshots is 20t = 0.048 ps.
The blue balls represent the host h sites and the gray balls represent
the interstitial d sites. Each distinct Na ion is represented with a
unique color in order to follow its motion throughout the simulation.
The red arrows indicate particular examples of Na ion jumps between
sites with the tail and head of each arrow consistent with the time
sequence of the jump.

mechanism between the host h ↔ h sites or via indirect
vacancy mechanism between h ↔ d sites. Specifically, the
diffusion process can be triggered by one Na ion at a host
h site jumping into the nearest-neighbor d site, leaving a
vacancy that is available to be occupied by another Na ion
from a nearby h site. For these simulations, no migrations
between the d ↔ d sites were observed. This suggests that for
these materials, the Na ion migration processes involve both
direct vacancy hops and indirect vacancy hops with interstitial
intermediates, but direct interstitial mechanisms were not
identified in these data sets. For example, in Fig. 13(a) the
first hop in the simulation occurs for Na(4) at t = 0.60 ps,
jumping from site h4 to site d ′

4. Later at t = 1.57 ps, the Na(3)
ion jumps from site h3 to fill the vacancy h4. A similar initial
process is observed in Fig. 13(b) in a faster timescale where
t = 0.60 ps, the Na(3) ion jumps from site h3 into the site d ′

3,
and subsequently at t = 0.97 ps, the Na(2) ion jumps from its
h2 site into the vacant h3 site.

In order to quantify these effects, we can analyze the
nearest-neighbor hopping events as a function of time. In
particular, for t > 0, we can determine the average number of
hops between nearest-neighbor (nn) h sites [Hh↔h(t )] and the
average number of hops between nearest-neighbor (nn) h ↔ d
sites [Hh↔d (t )] in the following way. Within the simulation
cell there are 2 interlayer planes containing a total of 16 Na
ions, each with a label s. At each time t , we assign each of
these s mobile ions to the nearest host lattice site hk where
within each plane, 1 � k � 8 or interstitial site dl where
within each plane 1 � l � 4. Then, for each time t > 0, we
compute the hop counter functions according to the compari-
son of the site assignments at time t − t and t :

Cs
h↔h(t ) =

{
Cs

h↔h(t − t ), no config. change
Cs

h↔h(t − t ) + 1, h ↔ nn h

Cs
h↔d (t ) =

{
Cs

h↔d (t − t ), no config. change
Cs

h↔d (t − t ) + 1, {h, d} ↔ nn {d, h}
(30)

with Cs
h↔h(t = 0) = 0 = Cs

h↔d (t = 0). The algorithm must be
adapted to take into account hops across the simulation cell
boundaries. From these hop counter results we can then com-
pute the accumulated and averaged hop functions according
to

Hh↔h(t ) = 1

16

16∑
s=1

Cs
h↔h(t ),

Hh↔d (t ) = 1

16

16∑
s=1

Cs
h↔d (t ). (31)

The results of this analysis are illustrated in Fig. 14. As ex-
pected, the accumulated hop function for Li2Na2P2S6 is larger
than the corresponding function for Na4P2S6 for both h ↔ d
and h ↔ h events. A less intuitive result of this analysis
is that Hh↔d (t ) > Hh↔h(t ) for both materials, indicating the
importance of the intermediate interstitial processes for ion
migration in these materials.

In order to connect the simulations with ion conductivity,
molecular dynamics runs with simulation times of 50–70 ps
were performed at various average temperatures. For Na4P2S6

the average temperatures were 〈T 〉 = 955, 1051, 1143, and
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FIG. 14. Plots of the accumulated hop functions Hh↔h(t ) and
Hh↔d (t ) as a function of the simulations time t . The results
for Na4P2S6 are shown in black and purple and the results for
Li2Na2P2S6 are shown in red and green. The data from the simu-
lations illustrated in Fig. 13 were used for this analysis.

1287 K, while for Li2Na2P2S6 the average temperatures were
〈T 〉 = 994, 1060, 1193, and 1260 K. The results, assum-
ing the Haven ratio Hr = 1, together with the available ex-
perimental measurements are presented in Fig. 15, plotting
log(T σ ) vs 1/T . On the basis of Eqs. (24) and (25), the
activation energy is obtained from the slope of the corre-
sponding fit line. For the case of Na4P2S6, it shows that
the calculated tracer activation energy EMSD

a = 0.41 eV is
in reasonably good agreement with the experimental value
of E expt.

a = 0.39 eV. The discrepancy between experiment
and computation may be due to the rough approximation of
the Haven ratio. Other possible reasons for the discrepancy
include the choice of statistical ensemble for modeling the
system and the simulation time may also affect the accuracy

FIG. 15. Plots of the ionic conductivity with the calculated val-
ues for Na4P2S6 (blue diamonds) and Li2Na2P2S6 (green triangles)
evaluated using Eq. (25) with Hr = 1. The experimental value for
Na4P2S6 (red circles) was obtained by refitting the data in Ref. [6].
The straight lines represent the best fit of the computational or the
experimental analysis.

of the numerical analysis. The tracer activation energy of
Li2Na2P2S6 is EMSD

a = 0.30 eV. Consistent with the NEB
analysis, we again see that Li2Na2P2S6 presents better ionic
conductivity than Na4P2S6. The results for both NEB and
molecular dynamics analyses are summarized in Table V.
Here, we note that for these systems, ENEB

a �= EMSD
a because

of their different treatments of the effects of interstitial (d)
sites. The NEB analysis presented here only considered direct
hops between nearest-neighbor vacancy sites, including the
interstitial sites only in the estimation of the population of va-
cancies via the Boltzmann factor due to the formation energy
E f of the interstitial-vacancy pair. The molecular dynamics
analyses indicate significant contributions of hops between
vacancy and interstitial sites, presenting a plausibly more
physical picture of the Na ion migration processes.

VI. DISCUSSION AND CONCLUSIONS

The three focuses of this work are (1) a comprehensive
(re)examination of the crystal structures and stabilities of
Li4P2S6 and Na4P2S6, (2) a prediction and analysis of a
mixed-ion electrolyte Li2Na2P2S6, and (3) an assessment of
the Na ion conductivity properties of Na4P2S6 and of the
mixed-ion material Li2Na2P2S6.

The results of the structural analyses are presented in
Sec. III with the numerical results evaluated at T = 300 K
summarized in Table II. Here we see that, within the harmonic
phonon approximation [14,35], the Helmholtz free energy due
to vibrations plays a nontrivial role in stabilizing the materials.
Using plots of the weighted phonon density of states factor
and its integral in Fig. 8, it is possible to understand the
vibrational stabilization of the more massive Na ions relative
to the corresponding Li ion vibrations in these materials.
Additionally, we found that computations using the PBEsol
exchange-correlation functional [33] contributed to the bet-
ter agreement with the experimental results compared with
previous calculations [2,8] which used the LDA exchange-
correlation functional [29]. The present computational results
are consistent with the latest structural analyses, finding the
stable structures at T = 300 K to be the Neuberger structure
[7] for Li4P2S6 and the Kuhn structure [11] for Na4P2S6. For
the Neuberger structure, we offered computational evidence
of a slight correction to structural analysis, suggesting that
the space group should be P3̄m1 (No. 164) rather than the
reported space group of P321. Further evidence of computa-
tional consistency with experiment was obtained in comparing
experimental and computational nonresonant Raman phonon
spectra of Na4P2S6 shown in Fig. 4. Here, the most intense
signal was identified as due to the internal stretching mode of
the (P2S6)4− complex ions.

The results of analyzing the structure and stability of the
possible mixed-ion electrolyte Li2Na2P2S6 are presented in
Sec. IV. We found that two Li ions can substitute for the
two intralayer Na ions of Na4P2S6 in the C2/m structure.
Here, “intralayer” refers to the layers containing the (P2S6)4−
building blocks of the structure. Compared with the original
Na4P2S6 structure, the resulting Li2Na2P2S6 crystal maintains
the C2/m space group with contracted lattice constants in the
layer planes. Both Na4P2S6 and Li2Na2P2S6 have similar in-
terlayer Na ions arranged at equilibrium on sites with Wyckoff
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TABLE VI. Comparison of the fractional coordinates of Li/Na4P2S6 based on the Neuberger structure [7]. The column labeled “Wyck”
lists the conventional cell multiplicity and Wyckoff labels based on the P3̄m1 space group. The “Experiment” column lists the coordinates
from the P321 analysis [7] which in general is in one-to-one correspondence except that the 6g sites of the P3̄m1 structure map to two distinct
3e sites of the P321 structure and 6h sites of the P3̄m1 structure map to two distinct 3 f sites of the P321 structure as indicated.

Li4P2S6 Calculated Experiment

Atom Wyck x y z x y z

Li 6 g 0.666 0.000 0.000 0.625/−0.683 0.000 0.0000
Li 6 h 0.667 0.000 1

2 0.631/−0.671 0.000 1
2

P 2 c 0.000 0.000 0.171 0.000 0.000 0.170
P 2 d 1

3
2
3 0.663 1

3
2
3 0.668

P 2 d 1
3

2
3 0.324 1

3
2
3 0.335

S 6 i 0.110 0.220 0.242 0.108 0.217 0.241
S 6 i 0.114 0.557 0.254 0.122 0.561 0.250
S 6 i 0.447 0.224 0.259 0.452 0.226 0.255

Na4P2S6 Calculated

Atom Wyck x y z

Na 6 g 0.659 0.000 0.000
Na 6 h 0.676 0.000 1

2
P 2 c 0.000 0.000 0.157
P 2 d 1

3
2
3 0.660

P 2 d 1
3

2
3 0.342

S 6 i 0.102 0.205 0.229
S 6 i 0.129 0.564 0.271
S 6 i 0.463 0.231 0.264

label h. Table IV lists reaction energies as estimated from
differences in the Helmholtz free energies in the harmonic
phonon approximation evaluated at T = 300 K for several
possible reaction pathways. While we find that Li2Na2P2S6

is unstable with respect to 1
2 (Li4P2S6 + Na4P2S6), we rea-

sonably argue that since Li4P2S6 forms at high temperature
(typically 900◦ C) [2,7,9], it may be possible to stabilize

Li2Na2P2S6 with low-temperature reactions such as perhaps
some of those listed in Table IV.

Results relating to simulations of Na ion conductivity in
Na4P2S6 and Li2Na2P2S6 are presented in Sec. V. Both NEB
and molecular dynamics simulations find the dominant ionic
conductivity to be due to Na ion motions in the interlayer
planes. Because of its contracted lattice, it is predicted that

TABLE VII. Calculated fractional atomic coordinates of Li/Na4P2S6 in the Kuhn structure [11] based on the conventional unit cell
compared with the Kuhn structure [11] listed in the “Experiment” column. The column labeled “Wyck” lists the conventional cell multiplicity
and Wyckoff label.

Li4P2S6 Calculated

Atom Wyck x y z

Li 4 g 0.000 0.668 0.000
Li 4 h 0.000 0.823 0.500
P 4 i 0.055 0.000 0.168
S 4 i 0.769 0.000 0.260
S 8 j 0.734 0.336 0.238

Na4P2S6 Calculated Experiment

Atom Wyck x y z x y z

Na 4 g 0.000 0.662 0.000 0.0000 0.6627 0.0000
Na 4 h 0.000 0.816 0.500 0.0000 0.8153 0.5000
P 4 i 0.053 0.000 0.157 0.0532 0.0000 0.1561
S 4 i 0.794 0.000 0.244 0.7942 0.0000 0.2414
S 8 j 0.722 0.347 0.230 0.7233 0.3499 0.2312
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TABLE VIII. Fractional coordinates of Li/Na4P2S6 simulated in the P3̄1m structure. The column labeled “Wyck” lists the conventional
cell multiplicity and Wyckoff label.

Li4P2S6 Na4P2S6

Atom Wyck x y z x y z

Li/Na 2 c 1
3

2
3 0.000 1

3
2
3 0.000

Li/Na 2 d 1
3

2
3

1
2

1
3

2
3

1
2

P 2 e 0.000 0.000 0.174 0.000 0.000 0.163
S 6 k 0.329 0.000 0.247 0.304 0.000 0.238

Li2Na2P2S6 has larger conductivity and lower activation bar-
riers compared with Na4P2S6. The analysis of the molecu-
lar dynamics trajectories suggests that both Na ion vacancy
migration and indirect participation of interstitial sites con-
tribute to the conductivity throughout the interlayer plane.
Analyzing the Na ion trajectories in terms of the MSD(t, T )
[Eq. (23)] and using the Nernst-Einstein equation (25) with
the assumption of the Haven ratio Hr = 1, the simulated
ion conductivity could be compared with the experimental
measurements for Na4P2S6 as shown in Fig. 15. There is
reasonable agreement between the simulations and experi-
mental results. If it becomes possible to stabilize the mixed-
ion material Li2Na2P2S6, our simulations suggest that it will
have a very promising Na ion conductivity.
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APPENDIX A: DETAILS OF THE NEUBERGER
STRUCTURES OF Li4P2S6 AND Na4P2S6

The simulated structure corresponding to the structure
analyzed by Neuberger [7] is detailed in Table VI. We use the
space-group analysis of the P3̄m1 structure rather than of the
P321 structure of the Neuberger paper [7]. The P positions for
the two space groups have the same Wyckoff labels, while the
S positions of the P321 structure having the 6g multiplicity
and label are equivalent to the 6i multiplicity and label of
the P3̄m1 structure. For the Li/Na sites, the pairs of 3e and
3 f sites of the P321 structure correspond to the 6g and 6h
multiplicities and labels of the P3̄m1 structure.

APPENDIX B: DETAILS OF KUHN STRUCTURES
OF Li4P2S6 AND Na4P2S6

The simulated fractional atomic coordinates of Li4P2S6

and Na4P2S6 are detailed in Table VII based on the con-
ventional unit cell in the C2/m structure and compared with
the experimental results reported by Ref. [11] from x-ray

measurements on single-crystal samples. The results are very
similar to those reported earlier by Rush et al. [8] simulated
using the LDA exchange-correlation functional.

APPENDIX C: DETAILS OF THE P3̄1m REFERENCE
STRUCTURES OF Li4P2S6 AND Na4P2S6

Table VIII lists the fractional coordinates of Li/Na4P2S6

found in these simulations for the metastable P3̄1m structure.
The corresponding lattice parameters are listed in Table I
and the results are very similar to those reported earlier by
Rush et al. [8] simulated using the LDA exchange-correlation
functional.

APPENDIX D: DETAILS OF THE PREDICTED
STRUCTURE OF CRYSTALLINE Li2Na2P2S6

Table IX lists the fractional coordinates of Li2Na2P2S6 for
the ground-state RLi

g structure in comparison with the results
for the metastable RLi

h structure. The initial configurations of
these two structures were constructed based on the optimized
primitive cell parameters of Kuhn structure for Na4P2S6.

TABLE IX. Calculated fractional coordinates of Li2Na2P2S6 in
the RLi

g and the RLi
h structures based on the conventional unit cell of

C2/m symmetry. The column labeled “Wyck” lists the conventional
cell multiplicity and Wyckoff label.

Li2Na2P2S6 RLi
g

Atom Wyck x y z

Li 4 g 0.000 0.668 0.000
Na 4 h 0.000 0.817 0.500
P 4 i 0.053 0.000 0.154
S 4 i 0.768 0.000 0.236
S 8 j 0.732 0.339 0.217

Li2Na2P2S6 RLi
h

Atom Wyck x y z

Li 4 h 0.000 0.843 0.500
Na 4 g 0.000 0.664 0.000
P 4 i 0.052 0.000 0.167
S 4 i 0.786 0.000 0.263
S 8 j 0.718 0.346 0.251
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1. Introduction

Intuitively, physical quantities are expected to be continuous 
functions of their variables, so it is a surprise to find discon-
tinuities in phonon dispersion curves. Figure 1 shows a typ-
ical representation of phonon dispersion, where the normal 
mode frequencies ων(q) are plotted as a function of phonon 
wavevector q along special directions of the Brillouin zone 
for boron nitride in the zincblende structure1. For this cubic 
structure, the phonon dispersion curves ων(q) appear to be 
continuous functions of q. By contrast, in examining phonon 
dispersion curves for ionic materials having hexagonal or 
other layered structures [1], we often find apparent discon-
tinuities or mode disappearances near the Γ point of the 
Brillouin zone. For example, figure 2 shows the phonon dis-
persion curves for boron nitride in the hexagonal structure. 
For this hexagonal structure, two of the optic phonon disper-
sion curves with wavevector q pointing in a direction within 

a layer plane (M → Γ) end abruptly at the Γ point and seem 
to have no presence in the phonon band diagram for the wave-
vector q pointing in the perpendicular direction (Γ → A). In 
reality, the phonon band diagram represents the same number 
of vibrational modes (in this case 12) throughout the Brillouin 
zone.

The physical reasons for these discontinuities were 
explained in 1951 by Huang [2] and are detailed in several 
textbooks [3–6]. The explanation is based on the analysis of 
the coupling of some of the vibrational modes to long wave-
length electromagnetic waves within the material including 
the effects of Maxwell’s equations  on the system. In this 
report, we show how the dispersion curves of the coupled 
phonon–photon modes can be calculated from first principles 
and can be included in a modified phonon band diagram in 
the |q| → 0 range. The photon-phonon normal modes of cubic 
and hexagonal BN are examined as examples.

The remainder of this paper is organized as follows. 
Section  2 details the general formalism. Section  3 presents 
the results for BN, including a description of the first princi-
ples methods (section 3.1) and results for the phonon–photon 
dispersions in the vicinity of q → 0 range for cubic and 
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hexagonal BN (section 3.2). Section 4 contains the summary 
and conclusions.

2. Formalism

The first principles formalism for evaluating vibrational 
modes of periodic solids within the framework of the Born–
Oppenheimer approximation [3] and density functional 
theory [8, 9], has been developed using density functional 
perturbation theory (DFPT) by a number of authors [10–14]. 
This formalism has been implemented in several electronic 
structure code packages such as ABINIT [15] and Quantum 
ESPRESSO [16]. In the following, we approximately follow 
the notation of [13] and [14], using Gaussian units.

The starting point of the analysis is a self-consistent density 
functional calculation to find the optimized total energy of the 
crystalline material, finding the optimized lattice vectors a, b, 
and c, the optimized coordinates τ s of the N atoms labeled s 
within the unit cell, and the corresponding static lattice energy 
per unit cell USL. Here τ s represents the equilibrium position 
within a unit cell and any given cell within the material can 
be represented relative to the origin by a translation vector 
Rl = l1a + l2b + l3c where li denote integer values. Consider 
that an optimized atomic position in unit cell at position Rl  is 
displaced by a small vector us(l).

Rl + τ s → Rl + τ s + us(l). (1)

It is convenient to perform the analysis in phonon wavevector 
space. For a given phonon wavevector q within the Brillouin 
zone,

us(l) = us(q)eiq·Rl , (2)

where us(q) represents the complex amplitude of the atomic 
displacement associated with atom s and wavevector q. Then, 
within the harmonic approximation, and using DFPT, it is 
possible to evaluate the analytic part of the second derivative 
matrix

C̃sα,tβ(q) =
∂2USL

∂u∗
sα(q)∂utβ(q)

. (3)

Here, α and β denote the Cartesian coordinate directions x, y, 
or z. For most of the Brillouin zone where |q| > 0, and within 
the Born–Oppenheimer approximation [3], the ion motion can 
be determined from the classical equations of motion in terms 
of the harmonic restoring force represented by the second 
derivative matrix (equation (3)) according to the equation

Ms
∂2usα(q)

∂t2 = −
∑

tβ

C̃sα,tβ(q)utβ(q). (4)

Here, Ms denotes the mass of atom s. In this analysis, we 
have assumed that the displacement is a continuous function 
of time t according to us(q) → us(q, t) → us(q)e−iωt , where 
the last expression includes the further assumption of a har-
monic time dependence. Typically these equations are solved 
in terms of normal modes of vibration with eigenfrequencies 
ων and eigendisplacements uν

sα:

(ων(q))2 Msuνsα(q) =
∑

tβ

C̃sα,tβ(q)uν
tβ(q), (5)

where ν  labels each of the 3N normal mode solutions corre-
sponding to a unit cell with N atoms. It is convenient to nor-
malize the eigendisplacements according to

∑

sα

|uνsα(q)|2 = 1. (6)

Note that the eigendisplacements satisfy an orthogonality 
condition

∑

sα

Ms

(
uν

′
sα(q)

)∗
uν

sα(q) = Mνδν′ν , (7)

where Mν denotes a mode effective mass.
However, in the long wavelength limit as q → 0, the ionic 

motion couples to the macroscopic electric field. The coupling 
depends on the Born effective charge tensor for each atom 
[17] which can be calculated by evaluating the response of the 
system to an electric field using DFPT. A convenient expres-
sion for the Born effective charge tensor is

Figure 1. Phonon dispersion curves (ων(q)) for cubic BN. The 
inset Brillouin zone diagram was reprinted from Setyawan et al [7], 
copyright (2010), with permission from Elsevier.

Figure 2. Phonon dispersion curves (ων(q)) for hexagonal BN. 
The inset Brillouin zone diagram was reprinted from Setyawan et al 
[7], copyright (2010), with permission from Elsevier.
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eZ∗s
αβ = − ∂2USL

∂usα(q = 0)∂Eβ

∣∣∣∣
usα=0,Eβ=0

. (8)

Here e denotes the elementary charge and Eβ denotes an elec-
tric field in the β direction and the derivative is evaluated in 
the limit of zero field value. We note the asterisk in the nota-
tion (equation (8)) does not imply complex conjugation [12]. 
It can be shown [12, 18] that the Born effective charge tensor 
satisfies the relation for each combination of αβ

∑

s

Z∗s
αβ = 0. (9)

On the other hand, the tensor properties of Z∗s
αβ depend on the 

site symmetry of atom s and for some materials it is possible that 
the Born effective charge tensor is not symmetric such that [19]

Z∗s
αβ �= Z∗s

βα. (10)

Because of the coupling of the ion motion to the long 
wavelength electric field, in the q → 0 range, the ionic dis-
placements are described by the modified equations of motion 
determined by both the harmonic restoring force represented 
by the second derivative matrix (equation (3)) and the cou-
pling due to the Born effective charge tensor (equation (8)) to 
an electric field.

Ms
∂2wsα(q)

∂t2 = −
∑

tβ

C̃sα,tβ(q)wtβ(q) +
∑

β

eZ∗s
αβEβ(q).

 (11)
Here we introduced the notation ws(q) → ws(q, t) →
ws(q)e−iωt to represent the atomic displacements coupled to 
the electric field in order to distinguish them from their uncou-
pled counter parts us(q). In turn, the related electric displace-
ment field D(q) is composed of electric field E(q) screened by 
the electronic response as characterized by the electronic part 
of the dielectric permittivity tensor which is often denoted 
as ε∞αβ and the additional polarization field introduced by the 
vibrating ions according to:

Dα(q) =
∑

β

ε∞αβEβ(q) +
4πe
Ω

∑

tβ

Z∗t
αβwtβ(q). (12)

Here Ω denotes the volume of the unit cell.
We assume that our material is insulating and neutral 

so that the sourceless Maxwell’s equations  apply. We also 
assume that there are no magnetic dipolar effects so that the 
two relations for the electric and displacement fields in the 
q → 0 range resulting from Maxwell’s equations are given by

∇ · D = 0, (13)

and

∇ × (∇ × E) +
1
c2

∂2D
∂t2 = 0. (14)

In this q → 0 range, we approximate the lattice displace-
ments as continuous functions of position responding to the 
macroscopic electric and magnetic fields within the material, 
seeking plane-wave-like solutions with

ws(l) → w0
s (q)e

iq·r−iωt and E(q) = E0(q)eiq·r−iωt. (15)

In order to solve the coupled equations (11), (13) and (14), 
it is reasonable to assume that the amplitude of the displace-
ments can be expressed as a linear combination of the pure 
vibrational normal modes with unknown amplitudes Uν

w0
sα(q) =

∑

ν

Uν(q)uνsα(q). (16)

Since the analysis is performed in the q → 0 limit the ampl-
itude and eigenvectors can be evaluated at q = 0. Accordingly 
we will drop the q argument in most of the following analysis. 
The coupling effects of the atomic motions and the electric 
field are controlled by the sum of the Born effective charges 
multiplied by the normal mode displacements which can be 
evaluated for each normal mode. It is convenient to define two 
summations according to

Rν
α ≡

∑

tβ

Z∗t
αβuν

tβ (17)

and

Lν
β ≡

∑

sα

(uνsα)
∗Z∗s

αβ . (18)

For many modes ν , the Born coupling parameters are trivial; 
Lν
β = Rν

β = 0. Non-trivial values of Lν
β and Rν

β indicate that 
for this mode, the displacement eigenvector creates an oscil-
lating electrical polarization which typically interacts with 
external infrared radiation. For nontrivial modes, the two cou-
pling parameters Lν

β and Rν
β need not be related. However 

for crystalline materials having atomic sites with high sym-
metry such that relationships in equation (10) are equalities, 
the two coefficients are related according to Rν

α = (Lν
α)

∗. 
By using the expansion (equation (16)) to evaluate the equa-
tion of motion for the displacements (equation (11)), we find 
that the amplitudes Uν are proportional to the electric field 
according to

Uν =
e(

(ων)
2 − ω2

)
Mν

∑

β

Lν
βE0

β .
 (19)

These amplitudes can be used in equation (12) to evaluate the 
frequency-dependent electric displacement field and the corre-
sponding frequency-dependent dielectric tensor according to

εαβ(ω) = ε∞αβ +
4πe2

Ω

∑

ν

Rν
αLν

β(
(ων)

2 − ω2
)

Mν
. (20)

This expression is equivalent to a similar analysis by Gonze 
and Lee [12] and some of the ideas are presented in textbooks 
such as Maradudin et al [5]. Equation (20) is valid for frequen-
cies ω  small enough such that �ω < Eg, where Eg represents 
the electronic band gap. This restriction is consistent with the 
assumption that the electronic dielectric contribution ε∞αβ is 

constant. The estimation of the static dielectric constant, ε0
αβ, 

evaluated by setting ω → 0 is expected to be well justified by 
the expression
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ε0
αβ ≡ εαβ(ω = 0) = ε∞αβ +

4πe2

Ω

∑

ν

Rν
αLν

β

(ων)
2 Mν

. (21)

It is interesting to mention that equation  (20) is con-
sistent with a Drude-like model of the ionic contributions to 
the di electric function, where (Rν

αLν
β)/(M

ν/me) represents 
an oscillator strength, with me denoting the electron mass. 
Missing from the analysis and from equation (20) are consid-
erations of damping processes that may more fully describe 
the driven oscillator system. Using the notation γν to repre-
sent the damping coefficient for mode ν , equation (20) would 
be modified with an imaginary contribution with alteration of 
the denominator

(
(ων)

2 − ω2
)

→
(
(ων)

2 − ω2 − iωγν
)

. (22)

However, these damping effects are outside the scope of the 
present study.

In order to now solve Maxwell’s equations (equations (13) 
and (14)) in the long wavelength limit, we consider two cases 
in terms of the orientation of the wavevector q relative to the 
electric field orientation. For the case of a longitudinal elec-
tric field, the electric field is along the wavevector direction as 
represented by the unit vector q̂; E0

L = E0 · q̂. For the case of 
a transverse electric field, it is convenient to define the propa-
gation direction q̂ and two perpendicular transverse directions 
denoted by unit vectors T̂1 and T̂2. In this case the electric 
field E0

T  is in the plane spanned by T1 and T2. For example, 
the longitudinal and transverse matrix elements of the elec-
tronic dielectric tensor can be written

ε∞LL ≡
∑

αβ

q̂αε
∞
αβ q̂β and ε∞TiTj

≡
∑

αβ

T̂iαε
∞
αβ T̂jβ ,

 (23)

where i, j = 1, 2. Similarly, we can define longitudinal and 
transverse components of the Born coupling parameters such 
as

Rν
L ≡

∑

α

Rν
αq̂α and Lν

L ≡
∑

β

Lν
β q̂β (24)

for the longitudinal Born coupling parameters, and sim-
ilar expressions can be written for the transverse coupling 
parameters.

In the following analysis, we assume that the dielectric 
tensor (equation (20)) is block diagonal in the directions q̂, 
T̂1, and T̂2, Mixed longitudinal and transverse solutions will 
not be considered in this analysis.

For the longitudinal solutions, the E and D fields both are 
along the direction q̂. However, Maxwell’s equations (equa-
tions (13) and (14)) require that the longitudinal component 
of the frequency-dependent dielectric tensor (equation (20)) 
vanishes:

εLL = ε∞LL +
4πe2

Ω

∑

ν

Rν
LLν

L(
(ων)

2 − ω2
)

Mν
= 0. (25)

Here, the summation is taken only over nontrivial modes 
ν . For any given longitudinal direction q̂, the number nL of 

nontrivial values of longitudinal Born coupling parameters 
Rν

L and Lν
L is less than the total number of normal modes (3N). 

The general solution of equation (25) requires the solution of 
a nth

L  order polynomial in the variable ω2. In the special case 
that nL  =  1 and the nontrivial mode is written with index ν , 
the solution to equation (25) takes the form

ω2 ≡ ω2
L = (ων)

2
+

1
ε∞LL

4πe2

ΩMν
Rν

LLν
L . (26)

This longitudinal ‘LO’ mode does not depend on q.
An alternative approach was developed by Giannozzi 

and others [10, 12, 13] and included in the ABINIT and 
QUANTUM ESPRESSO codes, for example, combining the 
longitudinal component of equation (12) with the longitudinal 
component of equation  (11) to directly solve for the q → 0 
longitudinal modes according to the equation

ω2Msw0
sα(q) =

∑

tβ

C̃tot
sα,tβ(q)w

0
tβ(q). (27)

Here

C̃tot
sα,tβ(q) = C̃sα,tβ(q) +

4πe2

Ωε∞LL
Z∗s

LαZ∗t
βL. (28)

The second term of equation  (28) is usually referenced as 
the non-analytic contribution to the second derivative matrix. 
The direct solution of equation (27) gives the corrected eigen-
modes of the longitudinal atomic displacements in the q → 0 
range. Note that for this longitudinal case, even though the 
long wavelength electrical field is polarized in the longitu-
dinal direction, some of the atomic displacements may have 
components in other directions. It has been noted by Gonze 
and Lee [12] that the eigenvectors of equation  (27) are not 
necessarily the same as the eigenvectors of equation  (5). In 
fact, if we use the pure phonon mode basis to represent the 
atomic displacements in equation (27) as in equation (16), we 
see that the non-analytic term can cause mixing of the pure 
phonon modes. It is possible to determine the nL eigenvalues 
ω2

L  of equation (27) by diagonalizing a nL × nL matrix GL
νν′ in 

the pure phonon mode basis.
∑

ν′

GL
νν′Uν′

= ω2
LUν . (29)

The matrix elements are given by

GL
νν′ = (ων)

2
δνν′ +

1
ε∞LL

4πe2

ΩMν
Lν

LRν′
L . (30)

This is equivalent to solving the polynomial equation implied 
by equation (25) or to directly solving equation (27). However, 
the advantage of solving the eigenvalue problem of equa-
tion (29) is that for each eigenvalue ω2

L , one can also deter-
mine the corresponding eigenvector in terms of the amplitudes 
Uν of the nL coupled pure phonon modes.

For the transverse solutions, Maxwell’s equation  (13) 
is always satisfied since the wavevector is perpendicular 
the electric field direction, while Maxwell’s equation  (14) 
describes another q-dependent coupling relationship between 
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the fields and ion motions. The solutions ω2 = ω2
T  must satisfy 

Maxwell’s equations for the transverse case according to the 
following relationships:

∑

Tj


q2c2δTiTj − ω2

T


ε∞TiTj

+
4πe2

Ω

∑

ν

Rν
Ti
Lν

Tj(
(ων)

2 − ω2
T

)
Mν




E0

Tj
= 0.

 (31)

For any given choice of transverse directions T̂i and T̂j, the 
number nT of nontrivial values of the transverse Born cou-
pling parameters Rν

Ti
 and Lν

Tj
 is less than the total number of 

normal modes (3N). The general solutions of equation  (31) 
requires the solution of a 2nth

T  order polynomial in the variable 
ω2. In the special case that nT  =  1, the transverse electronic 
di electric tensor ε∞TiTj

 is diagonal, and the nontrivial mode is 
written with index ν , the solution to equation (31) for a given 
value of the wavevector q, takes the form

ω2
Ti±(q) =

q2c2 + (ων)
2
ε∞TiTi

+ Aν

2ε∞TiTi

(1 ± Sν(q)) . (32)

Here,

Sν(q) ≡

√√√√√1 − 4q2c2 (ων)
2
ε∞TiTi(

q2c2 + (ων)
2
ε∞TiTi

+ Aν
)2 , (33)

and

Aν ≡ 4πe2

ΩMν
Rν

Ti
Lν

Ti
. (34)

In the neighborhood of q = 0, the ‘+’ branch of the transverse 
modes takes the value

ω2
Ti+(q ≈ 0) = (ων)

2
+

1
ε∞TiTi

4πe2

ΩMν
Rν

Ti
Lν

Ti
+ Sq2c2. (35)

The value of ω2
Ti+

(q = 0) is numerically the same as the 
longitudinal solution in equation (26) when the electric field 
directions are geometrically the same. For q  >  0, the dis-
persion is that of a photon mode with quadratic coefficient 
S = 1/ε∞TiTi

− 1/ε0
TiTi

. The ‘−’ branch of the transverse modes 
in the q → 0 range have linear dispersion with the form 

ωTi−(q) = qc/
√

ε0
TiTi

 for q ≈ 0. For larger values of wave-

vector, q � ωνc/
√
ε∞TiTi

, the frequency of the transverse 
modes is asymptotic to ωTi−(q) = ων, the normal mode fre-
quency without electric field effects and identifies as a ‘TO’ 
mode. In summary, the solution for ωTi−(q) is photon-like 
at very small values of q and becomes phonon-like, at larger 
values of q. The expressions discussed in this section will be 
illustrated for the example of BN in section 3.2. More general 
analysis for choices of the transverse directions T̂i have been 
worked out for the case of α-GaN by Irmer et al [20] which 
isostructural to hexagonal BN.

It is also possible to write the general equations  for the 
transverse modes for the case nT  >  1 in the pure phonon basis 
similarly to equation  (29). The general expression can be 
written in terms of a generalized eigenvalue problem of the 
form

∑

ν′

GT
νν′Uν′

= ω2
TUν , (36)

where the nT × nT  matrix GT
νν′ is given by

GT
νν′ ≡ (ων)

2
δνν′

+
4πe2

ΩMν

∑

TiTj

(
ε∞ − q2c2

ω2
T

I
)−1

TiTj

Lν
Ti
Rν′

Tj
.

 (37)

This is not a usual eigenvalue problem since the eigenvalue ω2
T  

appears in the expression of the matrix GT
νν′; however iterative 

methods can be used to solve equation (36). Because of this, 
there are generally two solutions for each value of q corre-
sponding to the ωT±(q) branches. The limiting values of the 
results for q  =  0 and q � ωνc/

√
ε∞TiTi

 derived for the simple 
case can be seen from the form of equation (37).

Note that in all of these expressions, the value of the pho-
non–photon coupling is controlled by Born coupling parame-
ters defined in equations (17) and (18) Rν

α and Lν
α, where α is 

the direction of the atomic displacements for the pure phonon 
mode ν . Whether the full solution to the coupled phonon–
photon equations  is longitudinal or transverse depends on 
the direction of the wavevector q relative to the direction α. 
Because of the form of the non-trivial Born coupling param-
eters Lν

β and Rν
β, the modes ν  are often labeled as ‘optical’ 

modes ‘LO’ or ‘TO’ corresponding to longitudinal or trans-
verse, respectively. The ωLO frequencies are shifted relative 
to the frequencies ων of the pure phonon vibrations according 
to equations  (29) and (30) due to their coupling to the long 
wavelength electric fields. However the ωTO frequencies cor-
respond to ωT−(q � ωνc/

√
ε∞TiTi

) = ων, that is having the 
same magnitude as the uncoupled transverse Γ point phonon 
vibrations. While the ABINIT and QUANTUM ESPRESSO 
codes do not explicitly consider the coupled transverse pho-
non–photon modes, all of the necessary parameters are calcu-
lated in order to evaluate equations (30) and (37).

3. Example results for cubic and hexagonal BN

While the equations presented in section 2 apply generally to 
all insulating ionic crystals, it is useful to illustrate the results 
for the simple and well-studied example of boron nitride so 
that we can compare with a large literature of experimental 
[21–28] and computational [29–38] reports.

3.1. Calculational methods

The structural optimizations were based on density func-
tional theory (DFT) [8, 9] and the phonon frequencies and 
eigenvectors of normal vibrational modes were obtained by 
diagonalizing the dynamical matrix using density functional 
perturbation theory (DFPT) [10–14]. The computations 
used the projector augmented wave (PAW) [39] formalism. 
The PAW basis and projector functions were generated by 
the ATOMPAW [40] code. The local density approximation 
(LDA) [41] functional was chosen to treat the exchange-cor-
relation effects. The calculations were carried out by using 
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the ABINIT package [15] and checked with the Quantum 
ESPRESSO [16] package. Visualizations were constructed 
using the XCrySDEN [42] and VESTA [43] software 
packages.

The results were obtained using very tight convergence 
tolerances and dense sampling parameters beyond what was 
actually necessary for convergence. The plane wave expansion 
of the electronic wavefunctions included wavevectors with 
|k + G|2 � (2me/�2)Ecut with Ecut = 80 Ry. The electronic 
structure was sampled on a uniform grid of 16 × 16 × 16 and 
12 × 12 × 8 k-points within the Brillouin zone for the cubic 
and hexagonal structures respectively.

The optimized lattice constant for the cubic cell of BN 
(space group F4̄3m; #216 in the International table of crys-
tallography [44]), was found to be 3.58 Å  which compares 
well with the experimental value [45] of 3.6159 Å  measured 
at room temperature. The optimized lattice constants for the 
hexagonal cell of BN (space group P63/mmc; #194 in the 
International table  of crystallography [44]) were found to 
be a  =  2.49 Å  and c  =  6.49 Å  which compare well with the 
experimental values [46] of a = 2.50 399 ̊A  and c  =  6.6612 ̊A  
measured at room temperature.

The phonon analysis was performed using density func-
tional perturbation theory, sampling the phonon dispersion 
on a uniform grid of 4 × 4 × 4 and 6 × 6 × 2 q-points for 

the cubic and hexagonal structures respectively. These values 
were used in the ABINIT code to generate the phonon disper-
sion curves presented in figures 1 and 2; these are consistent 
with previous calculations in the literature [29, 30, 32, 35].

3.2. Examples of phonon–photon dispersion curves

3.2.1. BN in a cubic structure. Figure 3 shows a diagram of a 
conventional unit cell of BN in the cubic structure (zincblende 
with space group F4̄3m) with two atoms per primitive unit 
cell. The corresponding six phonon dispersion curves ων(q) 
are presented in figure 1. The upper three curves near the Γ 
point are optical modes. At the Γ point (q = 0), the single 
ωLO mode is computed to have frequency 1298 cm−1 while 
the doubly degenerate ωTO modes are computed to have the 
frequency 1069 cm−1. These were determined using the ABI-
NIT and QUANTUM ESPRESSO codes which use the ‘non-
analytic’ corrections to the second derivative matrix given in 

Figure 3. Ball and stick drawing of conventional unit cell of cubic 
BN (space group F4̄3m [44]) indicating one B and one N site within 
a primitive cell. The arrows indicate the vibrational directions  
of the atoms for one of the three degenerate optical modes at q = 0 
(Γ point).

Table 1. Comparison of experimental and calculated optical 
properties of cubic (zincblende) BN, including the electronic 
(ε∞) and static (ε0) dielectric constants, Born effective charges 
(Z∗B = −Z∗N ), and frequencies of TO (ωTO) and LO vibrational 
modes (ωLO) (in units of cm−1).

ε∞ ε0 Z*B ωTO ωLO Reference

4.55 6.70 1.87 1069 1297 Calc. (Present)
4.5 7.1 1065 1340 Exp. ([22])
4.46 6.80 1056 1305 Exp. ([25])
4.54 1.93 1040 1285 Calc. ([29])
4.54 6.74 1.89 1062 1295 Calc. ([31])
4.52 6.93 1027 1269 Calc. ([34])

Figure 4. Phonon and phonon–photon dispersion curves in the 
vicinity of the Γ point of the Brillouin zone for cubic BN. The 
plot includes q points in the direction Γ → X and in the direction 
Γ → L with the 0.005 tick marks indicating the value of q in units 
of the length of the Γ → X distance. The end points of the graph 
correspond to |q| = 1.4 × 105 cm−1. The curves for ων represent 
the modes calculated by ABINIT from equation (5) corrected for 
the TO-LO splitting as shown in figure 1. The coupled longitudinal 
modes are plotted in red while the coupled transverse modes are 
plotted in turquoise for upper branch and blue for lower branch as 
indicated.

Figure 5. Ball and stick drawing of unit cell of hexagonal BN 
(space group P63/mmc [44]) indicating the four B and N sites. The 
arrows indicate the vibrational directions of the atoms for q = 0 (Γ 
point) mode # 7 (a) and for mode # 11 (b).
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equation (27). Because of the high symmetry of this crystal, 

the dielectric tensors ε∞αβ and ε0
αβ are diagonal and isotropic 

as are the Born effective charge tensors Z∗B
αβ = −Z∗N

αβ. The 
results computed in the present work are presented in table 1 
where it is seen that they agree well with both experimental 
measurements and with previous calculations in the literature.

In this case, the pure phonon eigenstate solutions to 
equation  (5) at q = 0 for ν = 4, 5, 6 are degenerate, with 
ων(q = 0) = 1069 cm−1 and with Born coupling param-
eters Rν

α = Lν
α = 2.63 for α = x, y, or z. For each choice of 

wavevector q̂ which defines the longitudinal direction and 
choice of transverse directions T̂1 and T̂2, there are three 
phonon–photon modes with frequencies ωL(q) (from equa-
tion (26)), and ωT±(q) (from equation (32)). In order to rep-
resent the phonon–photon modes in a conventional phonon 
band diagram, we must choose the wavevector values near 
q = 0 along the special directions of the Brillouin zone. 
Because of the high symmetry of this crystal, the values of 
the electronic dielectric function ε∞αα and the Born coupling 
parameter Rν

α are the same for all directions α, the disper-
sion curves of ωL(q) and ωT±(q) have the same shape in each 
of the plotting directions, although their meanings differ. For 
example, consider the plot for Γ → X direction in the phonon 
band diagram. In this case, the longitudinal direction is q̂ = x̂ 
while the transverse directions can be T̂1 = ŷ and T̂2 = ẑ 
or an equivalent permutation. As another example, consider 
the plot for Γ → L (〈1 1 1〉 direction) in the phonon band 
diagram. In this case, the longitudinal direction is along the 
〈1 1 1〉 direction, while the transverse directions are any two 
directions perpendicular to 〈1 1 1〉. Similarly, plotting the dis-
persions in the Γ → K  (〈1 1 0〉 direction) in the phonon band 
diagram means that the longitudinal mode is along the 〈1 1 0〉 
direction while the transverse directions are perpendicular to 
〈1 1 0〉. The phonon–photon dispersion curves are plotted in 
figure 4 in the Γ → X and Γ → L directions together with the 
pure phonon modes in a small range (1.4 × 104 cm−1) of the 
Brillouin zone near q = 0.

3.2.2. BN in a hexagonal structure. Figure 5 represents ball 
and stick diagrams of primitive cells of h-BN having the 
P63/mmc structure and 4 atoms per primitive unit cell. The 
corresponding 12 phonon dispersion curves ων(q) as calcu-
lated by ABINIT were presented in figure  2. This structure 
of BN has less symmetry than that of the cubic phase but the 
di electric tensors and Born effective charge tensors are diagonal 
having the form Qxx = Qyy for tensor components represent-
ing the hexagonal layers and distinct values Qzz representing 

components along the c-axis. Values of the di electric tensor 
components, Born effective charge tensor components, and 
values of ωTO(q � ωνc/

√
ε∞TiTi

) and ωLO(q = 0) are listed 
in table  2 where they are compared with experiments and 
computations. In general, the present calculations are in good 
agreement with the literature except for the experimental val-
ues of εzz reported by Geick et al [21].

For hexagonal BN, it turns out that of the 12 normal modes 
at q = 0, only three have nontrivial values of Rν

α = Lν
α. The 

lowest frequency mode that has a nontrivial value of Rν
α 

is mode #7 with calculated frequency ων(q = 0) = 752 
cm−1 and α = z. The relative atomic displacements for this 
mode are illustrated in figure 5(a). In this case the non-zero 
Born coupling parameter is found to have the magnitude 
Rν

z = Lν
z = 1.61. The longitudinal mode is therefore along 

the ẑ axis, q̂ = ẑ, and the longitudinal frequency calculated 
from equation (26) is ωL = 820 cm−1 which can be plotted as 
a horizontal line on the phonon band diagram in the Γ → A 
direction. The corresponding transverse modes associated 
with this vibration can have the electric field along the T̂1 = ẑ 
direction so that q̂ and T̂2 are oriented along x̂ and ŷ. In the 
conventional phonon band diagram, the two dispersive trans-
verse modes ωT±(q) could then be plotted along the Γ → M 
and Γ → K  directions.

The other two normal modes with nontrivial values of 
Rν

α = Lν
α are the doubly degenerate modes #11 and #12 

with α = x  and α = y. The relative atomic displacements for 
one of these modes are indicated in figure 5(b). In this case, 
ων(q = 0) = 1383 cm−1 and the non-zero Born coupling 
parameter is found to have the magnitude Rν

α = Lν
α = 5.35 

where α = x  or α = y. The nondispersive longitudinal fre-
quency of this LO mode is calculated (via equation (26)) to 
be ωL = 1614 cm−1 and can be plotted along the Γ → M and 
Γ → K  directions. For the case that α = x , the corresponding 
transverse modes associated with this vibration have the elec-
tric field direction along the T̂1 = x̂ direction so that q̂ and 
T̂2 are oriented along ŷ and ẑ. For the case that α = y, the 
corresponding transverse modes associated with this vibration 
have the electric field direction along the T̂1 = ŷ direction so 
that q̂ and T̂2 are oriented along ẑ and x̂. Therefore, in the 
conventional phonon band diagram, the two dispersive trans-
verse modes ωTi±(q) are then plotted along the Γ → A (x̂ or 
ŷ transverse to ẑ) and Γ → K  (x̂ transverse to ŷ) or Γ → M 
(ŷ transverse to x̂), accordingly. For all three of the coupled 
phonon–photon modes, the analytical formulas of equa-
tions (26) and (32) apply. The results are plotted in figure 6 
in a small range of q points near the Γ point of the Brillouin 
zone (3.9 × 104 cm−1).

Table 2. Comparison of experimental and simulated optical properties of hexagonal (P63/mmc) BN, including the electronic (ε∞xx , ε∞zz ) and 
static (ε0

xx, ε0
zz) dielectric constants and Born effective charges (Z∗B

xx = −Z∗N
xx , Z∗B

zz = −Z∗N
zz ). Here x refers to the hexagonal plane and z 

refers to the c axis direction. Also listed are the lower and higher frequency optical mode frequencies in units of cm−1.

ε∞xx ε∞zz ε0
xx ε0

zz Z∗B
xx Z∗B

zz ωlow
TO ωlow

LO ωhigh
TO ωhigh

LO Reference

4.88 2.85 6.65 3.39 2.70 0.81 752 820 1383 1614 Calc. (Present)
4.95 4.10 7.04 5.09 783 828 1367 1610 Exp. [21]
4.85 2.84 6.61 3.38 2.71 0.82 754 823 1382 1614 Calc. [31]
4.87 2.95 6.71 3.57 746 819 1372 1610 Calc. [34]
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4. Summary and conclusions

In this report we set out to investigate the detailed origin of 
apparent discontinuities and mode disappearances in phonon 
band diagrams of ionic materials having hexagonal and other 
anisotropic structures. This resulted in a synthesis of the work 
of Huang [2, 3], Giannozzi et al [10], Gonze et al [12], Baroni 
et al [13], and others to derive the coupled equations for the 
ion motion and long wavelength electric fields using results 
from density functional theory and density functional pertur-
bation theory. Current codes such as ABINIT and QUANTUM 
ESPRESSO include the effects on the longitudinal optical 
modes by introducing the so-called non-analytic correction to 
the second derivative matrix (equation (28)). In this work, we 
extend the analysis to include the transverse phonon–photon 
modes as well. The combination of the longitudinal and trans-
verse phonon–photon mode dispersions are continuous func-
tions of the wavevector q as has been demonstrated for cubic 
and hexagonal BN in figures 4 and 6, respectively. In prin-
ciple, it should be possible to experimentally explore the trans-
verse mode dispersions near q → 0. For example, Henry and 
Hopfield [47] showed that Raman spectroscopy can be used in 
a small angle scattering geometry to couple to the polariton. In 
a more recent example, heterostructures including hexagonal 
BN have been developed and measured with infrared micros-
copy to map the phonon–photon dispersion modes [48].

As a practical consideration, it may useful to further explore 
the use of the q = 0 pure phonon mode basis (equation (16)) 
in order to analyze the longitudinal and transverse eigenvalues 
and eigenvectors as in equations (29), (30) and (36), (37).
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Appendix. Some practical details

In practice, the phonon dispersion curves are usually evalu-
ated not directly in units of angular frequency ω  (rad/sec) 
but in units of wave number ω̃ ≡ ω/(2πc) (cm−1), where c 
denotes the speed of light in vacuum. Therefore in order to 
evaluate the constants in equation (26) for example:

4πe2

ΩMν
→ 1

(2πc)2

4πe2

ΩMν
≡ 16π

(eH

hc

)2 1
Ω/a3

B

1
Mν/me

. (A.1)

Here eH denotes the ground state energy of a H atom, h denotes 
Planck’s constant, aB denotes the Bohr radius, and me denotes 
the electron mass.

ORCID iDs

Yan Li  https://orcid.org/0000-0001-8253-7802
W C Kerr  https://orcid.org/0000-0002-1281-8761
N A W Holzwarth  https://orcid.org/0000-0001-5492-0660

References

	 [1]	 Li Y, Hood Z D and Holzwarth N A W 2019 Manuscript in 
preparation

	 [2]	 Huang K 1951 Proc. R. Soc. A A208 352–65
	 [3]	 Born M and Huang K 1954 Dynamical Theory of Crystal 

Lattices (Oxford: Oxford University Press)
	 [4]	 Kittel C 1963 Quantum Theory of Solids (New York: Wiley)
	 [5]	 Maradudin A A, Montroll E W, Weiss G H and Ipatova I P 

1971 Theory of Lattice Dynamics in the Harmonic 
Approximation (Solid State Physics: Supplement vol 3) 2nd 
edn (New York: Academic)

	 [6]	 Böttger H 1983 Principles of the Theory of Lattice Dynamics 
(Weinheim: Physik Verlag)

	 [7]	 Setyawan W and Curtarolo S 2010 Comput. Mater. Sci. 
49 299–312

	 [8]	 Hohenberg P and Kohn W 1964 Phys. Rev. 136 B864–71
	 [9]	 Kohn W and Sham L J 1965 Phys. Rev. 140 A1133–8
	[10]	 Giannozzi P, De Gironcoli S, Pavone P and Baroni S 1991 

Phys. Rev. B 43 7231
	[11]	 Gonze X 1997 Phys. Rev. B 55 10337–54
	[12]	 Gonze X and Lee C 1997 Phys. Rev. B 55 10355–68
	[13]	 Baroni S, De Gironcoli S, Dal Corso A and Giannozzi P 2001 

Rev. Mod. Phys. 73 515
	[14]	 Giannozzi P and Baroni S 2005 Density-functional 

perturbation theory Handbook of Materials Modeling ed 
S Yip (Berlin: Springer) p 195–214

	[15]	 Gonze X et al 2016 Comput. Phys. Commun. 205 106–31

Figure 6. Phonon and phonon–photon dispersion curves in the 
vicinity of the Γ point of the Brillouin zone for h-BN. The plot 
includes q points in the direction Γ → A and in the direction 
Γ → M with the 0.005 tick marks indicating the value of q in units 
of the length of the Γ → A distance. The end points of the graph 
correspond to |q| = 3.9 × 104 cm−1. The curves for ων represent 
the modes calculated by ABINIT from equation (5) corrected for 
the TO-LO splitting as shown in figure 2. The coupled longitudinal 
modes are plotted in red while the coupled transverse modes are 
plotted in blue or turquoise as indicated. Dashed lines are used to 
distinguish curves associated with modes #11 and #12 from those 
associated with mode #7 drawn with full lines.

J. Phys.: Condens. Matter 32 (2020) 055402

120



Y Li et al

9

	[16]	 Giannozzi P et al 2017 J. Phys.: Condens. Matter 29 465901
	[17]	 Ghosez P and Gonze X 2000 J. Phys.: Condens. Matter 

12 9179–88
	[18]	 Pick R M, Cohen M H and Martin R M 1970 Phys. Rev. B 

1 910–20
	[19]	 Ghosez P, Michenaud J P and Gonze X 1998 Phys. Rev. B 

58 6224
	[20]	 Irmer G, Röder C, Himcinschi C and Kortus J 2013 Phys. Rev. 

B 88 104303
	[21]	 Geick R, Perry C H and Rupprecht G 1966 Phys. Rev. 

146 543–7
	[22]	 Gielisse P J, Mitra S S, Plendl J N, Griffis R D, Mansur L C, 

Marshall R and Pascoe E A 1967 Phys. Rev. 155 1039–46
	[23]	 Hoffman D M, Doll G L and Eklund P C 1984 Phys. Rev. B 

30 6051–6
	[24]	 Jäger S, Bewilogua K and Klages C P 1994 Thin Solid Films 

245 50–4
	[25]	 Eremets M I, Gauthier M, Polian A, Chervin J C, Besson J M, 

Dubitskii G A and Semenova Y Y 1995 Phys. Rev. B 
52 8854–63

	[26]	 Reich S, Ferrari A C, Arenal R, Loiseau A, Bello I and 
Robertson J 2005 Phys. Rev. B 71 205201

	[27]	 Kutsay O et al 2010 Diam. Relat. Mater. 19 968–71
	[28]	 Cuscó R, Gil B, Cassabois G and Artús L 2016 Phys. Rev. B 

94 155435
	[29]	 Karch K and Bechstedt F 1997 Phys. Rev. B 56 7404–15
	[30]	 Kern G, Kresse G and Hafner J 1999 Phys. Rev. B 

59 8551–9

	[31]	 Ohba N, Miwa K, Nagasako N and Fukumoto A 2001 Phys. 
Rev. B 63 115207

	[32]	 Yu W J, Lau W M, Chan S P, Liu Z F and Zheng Q Q 2003 
Phys. Rev. B 67 014108

	[33]	 Liu L, Feng Y P and Shen Z X 2003 Phys. Rev. B 68 104102
	[34]	 Cai Y, Zhang L, Zeng Q, Cheng L and Xu Y 2007 Solid State 

Commun. 141 262–6
	[35]	 Hamdi I and Meskini N 2010 Physica B 405 2785–94
	[36]	 Michel K H and Verberck B 2011 Phys. Rev. B 83 115328  
	[37]	 Ontaneda J, Singh A, Waghmare U V and Grau-Crespo R 

2018 J. Phys.: Condens. Matter 30 185701
	[38]	 Gruber T and Grüneis A 2018 Phys. Rev. B 98 134108
	[39]	 Blöchl P E 1994 Phys. Rev. B 50 17953–79
	[40]	 Holzwarth N A W, Tackett A R and Matthews G E 2001 

Comput. Phys. Commun. 135 329–47
	[41]	 Perdew J P and Wang Y 1992 Phys. Rev. B 45 13244–9
	[42]	 Kokalj A 2003 Comput. Mater. Sci. 28 155–68
	[43]	 Momma K and Izumi F 2011 Appl. Crystallogr. 44 1272–6
	[44]	 Hahn T (ed) 2002 International Tables for Crystallography, 

Volume A: Space-Group Symmetry, Fifth Revised Edition 
(Boston, MA: Kluwer Academic)

	[45]	 Eichhorn K, Kirfel A, Grochowski J and Serda P 1991 Acta 
Crystallogr. B 47 843–8

	[46]	 Pease R S 1952 Acta Crystallographica 5 356–61
	[47]	Henry C H and Hopfield J J 1965 Phys. Rev. Lett. 

15 964–6
	[48]	 Yang X, Zhai F, Hu H, Hu D, Liu R, Zhang S, Sun M, Sun Z, 

Chen J and Dai Q 2016 Adv. Mater. 28 2931–8

J. Phys.: Condens. Matter 32 (2020) 055402

121



Appendix C

Computational study of Li3BO3

and Li3BN2 I: Electrolyte

properties of pure and doped

crystals

122



PHYSICAL REVIEW MATERIALS 5, 085402 (2021)

Computational study of Li3BO3 and Li3BN2 I: Electrolyte properties of pure and doped crystals

Yan Li ,1 Zachary D. Hood ,2 and N. A. W. Holzwarth 1

1Department of Physics, Wake Forest University, Winston-Salem, North Carolina 27109, USA
2Applied Materials Division, Argonne National Laboratory, Argonne, Illinois 60439, USA

(Received 22 June 2021; accepted 29 July 2021; published 17 August 2021)

Both Li3BO3 and Li3BN2 materials have promising properties for use in all-solid-state batteries and other
technologies dependent on electrolytes with significant ionic conductivity. As the first of a two-part study, this
paper reports the analysis of detailed simulations of Li ion diffusion in the monoclinic forms of these materials.
Using both NEB and MD methods, it is clear that Li ion migration via vacancy mechanisms provides the most
efficient ion transport in each material. While the results suggest that interstitial defects in these materials do
not play a direct role in Li ion migration, their relative stability seems to enhance vacancy production via the
formation of Frenkel-type defects. This may partially explain why the Li ion conductivities computed from MD
simulations of samples initially containing a single Li ion vacancy are in reasonable agreement with measured
values of this work for Li3BO3 and those reported in the literature for poorly crystalline samples of both
materials. The possibility of increasing vacancy concentrations by substitutional doping (F for O in Li3BO3

and C for B in Li3BN2) is also examined, finding simulated conductivities comparable to those of the ideal
vacancy model.

DOI: 10.1103/PhysRevMaterials.5.085402

I. INTRODUCTION

There has been considerable progress in developing in-
organic Li ion conducting solid electrolytes for a variety of
technologies such as all-solid-state lithium ion batteries for
energy storage and delivery and for thin film sensors, as ev-
idenced in a number of recent reviews [1–8]. Some of the
current challenges for materials science include optimizing
the ion conductivity and stability of solid electrolytes and
stabilizing the interfaces between solid electrolytes and elec-
trodes, particularly working toward stabilizing metallic Li as
a very efficient anode. For example, nitride and oxide elec-
trolytes such as lithium oxynitride (LIPON) are known [9–12]
to show excellent stability with Li metal anodes and cathodes.
Rather than developing a single material that meets all of the
technological requirements, one promising approach has been
to develop composite materials and coatings such as described
by Richards et al. [13]. In the search for further optimiza-
tion, boron-based materials have been gaining considerable
interest because of their general availability, nontoxicity, and
demonstrated success in related technologies such as high-
strength borosilicate glass. Additionally, from a technical
viewpoint, it is known that boron-based materials are likely
to be adaptable to efficient processing techniques such as
atomic layer deposition, sol-gel-based processes, and spray
coating procedures. In this paper and in the companion paper
(Paper II [14]), we examine two boron-based materials which
have been identified as good Li ion conductors—Li3BO3 and
Li3BN2—with possible applications as Li ion electrolytes or
coatings.

The literature reports promising electrolyte properties of
Li3BO3 and Li3BN2. Ohta et al. [15] reported the use of

Li3BO3 as an intermediate electrolyte to stabilize the inter-
face between a LiCoO2 cathode and a lithium garnet oxide
electrolyte in an all-solid-state battery. Li3BO3 was found to
provide a structurally stable contact between the cathode and
the garnet electrolyte. In the context of solid electrolytes, the
experimental studies [16–23] show Li3BO3-based glass and
glass-ceramic solid electrolytes exhibit relatively high ionic
conductivities in the range of 10−7 − 10−5 S/cm at room tem-
perature. Li3BN2 is a ternary compound similar to Li3BO3. In
addition to its electrolyte properties, several other applications
have been explored. For example, the material was explored
as a promising material for hydrogen storage applications
[24,25] and it was also studied as solvent catalyst for syn-
thesizing the cubic BN from hexagonal BN [26–28]. There
has also been some work exploring α-Li3BN2 as a cathode
material for Li ion batteries [29]. The present paper focuses
on the performance of Li3BN2 as a potential solid electrolyte
or coating material. In the 1987 paper by Yamane et al. [30],
two crystalline phases of Li3BN2 were prepared from Li3N
and BN binary compounds. The measured ionic conductivity
for a polycrystalline sample at 400 K was reported to be
3 × 10−7 S/cm. Shigeno et al. [31] recently showed that a
“glass-ceramic” form of Li3BN2, with a similar x-ray pattern
to monoclinic β-Li3BN2, has a room temperature conductivity
of 1.1 × 10−7 S/cm, several orders of magnitude higher than
the room-temperature conductivity of crystalline α-Li3BN2.

Li3BO3 and Li3BN2 share some common features. For
both, the relatively high conducting phase has a monoclinic
P21/c (space group No. 14) [32,33] structure (α form for
Li3BO3 and β form for Li3BN2). However, to the best of our
knowledge, the detailed mechanisms of the Li-ion diffusion in
these materials has not yet been reported in the literature.
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A comprehensive computational study of Li3BO3 and
Li3BN2 is presented in two papers. This paper (Paper I)
focuses on analyzing Li ion mobilities, important for elec-
trolyte functionality, and is organized as follows. Section II
presents the computation methods used in this paper. The
models of pure and doped materials for Li ion migration
are discussed in Sec. III. Sections IV and V analyze Li ion
diffusion mechanisms using the nudged elastic band (NEB)
method [34–36] and molecular dynamics (MD) simulations,
respectively. Exploring possibilities for optimizing ionic con-
ductivity, vacancy, and interstitial mechanisms in the bulk
pure and doped models of Li3BO3 and Li3BN2, are investi-
gated. A summary and conclusions of this paper are given in
Sec. VI. Paper II [14] analyzes the structural and chemical
stabilities of bulk Li3BO3 and Li3BN2 and their interfaces
with ideal metallic Li.

II. CALCULATIONAL METHODS

The computational methods for this paper are based
on density functional theory [37,38] using the projector
augmented plane wave [39] formalism with the data sets
generated by the ATOMPAW code [40]. All calculations in
this paper were performed using the QUANTUM ESPRESSO
[41,42] package with the modified generalized gradient
formulation known as PBEsol [43] to describe the exchange-
correlation effects. In this paper, all simulations are based on
the monoclinic structures optimized as described in Paper II
[14]. For this paper, focusing on transport, convergence pa-
rameters could be slightly less stringent compared with those
used in Paper II. Here we used the plane wave expansion
cutoff 2m|k + G|2/h̄2 � 64 Ry. Interestingly, while the two
materials have the same space group, their dimensions are
quite different. For simulating Li ion diffusion in Li3BO3,
simulations were performed using a 3 × 1 × 1 supercell of
the conventional cell having 84 atoms and approximately
equal lattice lengths (9.73, 9.17, and 8.24 Å) for the a, b,
and c directions, respectively. The ionic transport properties
investigated for β-Li3BN2 are based on a 2 × 2 × 1 supercell
containing 96 atoms with similar lattice lengths (10.22, 14.00,
and 6.71 Å) for the a, b, and c directions, respectively. For the
MD and NEB simulations in these relatively large supercells,
the k-point sampling could be reduced from that described in
Paper II which focused on detailed energetics and structures.
Here, the k-point sampling could be reduced to a few or even
a single sampling point as evidenced by convergence studies
on representative NEB calculations.

The structural configurations were visualized using the
VESTA [44] and XCRYSDEN [45] programs.

III. MODELS FOR LI ION MIGRATION

As discussed in Paper II [14], both Li3BO3 and Li3BN2 in
their P21/c monoclinic (space group No. 14) [32,33] struc-
tures are well-ordered. They both are densely packed with
limited space available for Li ion motion. Analysis of Li ion
migration necessarily involves identifying metastable defects
including interstitials and vacancies.

To estimate the metastable interstitial positions in the
ideal crystals, we searched for the lowest energy optimized

structures of supercells of the ideal crystals augmented with
an additional Li ion (and with a uniform distribution of com-
pensating charge). In this study, we found one such ideal
interstitial I-int site for each material based on a 3 × 1 × 1
supercell for Li3BO3 and a 2 × 2 × 1 supercell for Li3BN2.
These I-int sites are also useful for estimating the energy to
form a vacancy-interstitial pair defect, E f , from the energy
difference of the lowest nontrivial energy for an optimized
vacancy-interstitial structure relative to its corresponding per-
fect supercell.

In this paper, we considered two types of vacancy defects.
An ideal vacancy defect I-vac was modeled using optimized
structures of supercells of the ideal crystals diminished with
a missing Li ion (and with a uniform distribution of compen-
sating charge). We also considered various ion substitutions in
the supercell to model a neutral Li ion vacancy material. These
are referenced as a F-doped vacancy for Li3BO3 and as a
C-doped vacancy for Li3BN2. The choice of F substituting for
O in Li3BO3 and C substituting for B in Li3BN2 represent ex-
ploratory design possibilities for increasing ionic conductivity
following similar strategies described in the literature [46–48],
including other possibilities for these materials [21,49,50].

To estimate defect-induced atomic distortions relative to
the perfect crystal structure, we followed the approach of
Lepley and Holzwarth [51] to calculate the averaged atomic
distortion parameter,

D̄a = 1

Na

Na∑
i=1,∈Na

∣∣�Ra
i

∣∣, (1)

and the maximum distortion parameter,

Da
max = max

i∈Na

∣∣�Ra
i

∣∣. (2)

In these equations, Na denotes the number of ions of type a
and �Ra

i denotes the difference in the position of the ith ion
of type a in the optimized structure of the defective lattice
relative to its position in the ideal lattice. For the case of
vacancy defects, the vacancy site is omitted from the analysis
in Eqs. (1) and (2). For the F-doped and C-doped models, we
allowed only one substitutional site in the supercell so the cor-
responding Na = 1 and the average and maximum distortion
measures are equal: Da = Da

max.

A. Defect models for Li3BO3

The lowest energy metastable interstitial sites are visual-
ized with green balls in Fig. 1 in the 3 × 1 × 1 supercell.
Referenced to the unit cell of the P21/c structure, these I-
int sites map closely to the multiplicity and Wyckoff label
2b with example fractional coordinates (0.5, 0.5, 0.5). The
corresponding vacancy-interstitial pair formation energy is
estimated to be E f = 1.25 eV. Because of this high formation
energy and relatively large distance between I-int sites within
the crystal structure (>3.24 Å), we expect that interstitial
mechanisms play a minimal role in Li ion migration for
Li3BO3.

There are three inequivalent Li ion sites in Li3BO3 and
correspondingly three distinct I-vac energies. The site labels
in Fig. 1 indicate a possible Li ion vacancy migration path
in the 3 × 1 × 1 supercell in terms of an I-vac site moving
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FIG. 1. Ball and stick diagram of Li3BO3 with Li, B, and O
represented by three shades of blue, black, and red balls, respectively.
Dark, medium, and light blue shades correspond to Li(1), Li(2), and
Li(3) types, respectively. Equivalent I-int sites are shown with green
balls.

successively according to the labels 6 → 18 → 30 → 9 →
21 → 33 → 6. In this case, the geometrically equivalent sites
are 9 ≡ 6, 21 ≡ 18, and 33 ≡ 30. These correspond to the
Li(1)-, Li(2)-, and Li(3)-type labels discussed in Paper II [14],
respectively. From the optimized structures of the geometri-
cally distinct Li sites, we find that the I-vac energies are very
similar. It is convenient to set the I-vac energy of site 18 ≡ 21
to be zero. The results, together with the distortion measures,
are summarized in Table I, given below. The table shows that
for these I-vac defects, the largest average distortion is 0.07 Å
or less and the Li host lattice sites experience the largest
maximum distortions of 0.43 Å or less.

Because of the large vacancy-interstitial pair formation
energy Ef , it is advantageous to consider electrolytes formed
from Li3BO3 materials modified to have a native concen-
tration Li ion vacancies. One way to accomplish this is to
substitute x O ions with x F ions while removing x Li ions
forming Li3−xBO3−xFx. For the 3 × 1 × 1 supercell, x = 1/12
and Table I also reports the results for optimized structures
this model system, compared with the corresponding I-vac
models. For the F-doped models, the Li vacancy energies
are no longer equal, with the vacancy configuration on the

FIG. 2. Ball and stick diagram of Li3BN2 with  Li, B, and 
N represented by three shades of blue, black, and gray balls, 
respectively. Dark, medium, and light blue shades correspond to 
Li(1), Li(2), and Li(3) types, respectively. Equivalent I-int sites are 
shown with green balls.

site closest to the substitutional F site (in this case, site 33) 
having the lowest energy and set to 0. For the F-doped models 
[illustrated in Fig. 3(a) below], the distortion measures are all 
larger than for the I-vac models, with the largest increases for 
the Li sites.

To estimate the stability of F-doped Li3BO3, we considered 
the following possible decomposition reaction:

Li3−xBO3−xFx → (1 − 2x)Li3BO3

+ 2xLi2O + xB2O3 + xLiF, (3)

where x = 1/12 in this simulation. For simplicity, the reaction
energy �USL, estimated on the basis of the static lattice ener-
gies only, was calculated from the energy of Li3−xBO3−xFx

minus the energy of the products on the right-hand side of
Eq. (3). The product LiF has a cubic structure with space
group Fm3̄m (No. 225) and the information for the rest of
the products can be found in Paper II. The minimum value of
the six vacancy configurations considered (for the vacancy on
site 33) was found to be �USL = −0.06 eV. This negative
value suggests that F-doped Li3BO3 is stable at least with
respect to the modeled decomposition.

B. Defect models for Li3BN2

While Li3BN2 (in its β phase) has the same space group as
Li3BO3, the atomic arrangement is quite distinct, as discussed

TABLE I. The relative vacancy energies in eV and distortion parameters (in Å) as calculated according to Eqs. (1) and (2) for the I-vac and
F-doped Li3BO3. The labels in the first column refer to the vacancies displayed in Fig. 1, the column dis (in Å) gives the distance between the
F substitutional site and the corresponding Li vacancy, measured from the host sites in the perfect crystal before relaxation.

I-vac F-doped

Label Ev D̄Li/DLi
max D̄B/DB

max D̄O/DO
max Ev/dis D̄Li/DLi

max D̄B/DB
max D̄O/DO

max D̄F/DF
max

No. 6 0.04 0.05/0.29 0.03/0.09 0.05/0.21 0.30/3.93 0.11/0.83 0.06/0.14 0.07/0.24 0.15/0.15
No. 18 0.00 0.07/0.43 0.04/0.14 0.05/0.19 0.24/4.71 0.12/1.02 0.06/0.13 0.07/0.22 0.09/0.09
No. 30 0.02 0.07/0.34 0.04/0.13 0.06/0.24 0.40/5.60 0.10/0.35 0.06/0.17 0.07/0.25 0.08/0.08
No. 9 0.04 0.05/0.29 0.03/0.09 0.05/0.21 0.41/4.93 0.09/0.35 0.05/0.15 0.06/0.21 0.05/0.05
No. 21 0.00 0.07/0.43 0.04/0.14 0.05/0.19 0.23/3.30 0.10/0.41 0.06/0.17 0.07/0.18 0.07/0.07
No. 33 0.02 0.07/0.34 0.04/0.13 0.06/0.24 0.00/1.96 0.08/0.34 0.05/0.13 0.06/0.23 0.14/0.14

085402-3

125



LI, HOOD, AND HOLZWARTH PHYSICAL REVIEW MATERIALS 5, 085402 (2021)

FIG. 3. (a) Ball and stick diagram for vacancy migration in
Li3BO3 with Li, B, O, and F represented by three shades of blue,
black, red, and pink balls, respectively. Labels indicate vacancy sites
for migration pathway. (b) Configuration energy diagram results of
NEB calculation of Li ion vacancy migration along the indicated
pathway. The energies for these diagrams are adjusted for the lowest
energy of the considered configurations, consistent with Table I.

in Paper II [14]. The lowest energy metastable interstitial sites
are visualized with green balls in Fig. 2 in the 2 × 2 × 1
supercell. Referenced to the unit cell of the P21/c structure,
these I-int sites map closely to the multiplicity and Wyckoff
label 4e with example fractional coordinates (0.560, 0.279,

0.978). The corresponding vacancy-interstitial pair formation 
energy is estimated to be E f = 1.23 eV. Although this is a 
relatively high formation energy, because of the relatively 
small distances between I-int sites within the crystal structure 
(2.91 Å), we expect that interstitial mechanisms may play a 
role in Li ion migration for Li3BN2.

There are three inequivalent Li ion host sites in Li3BN2 
and correspondingly three distinct I-vac energies. The site 
labels in Fig. 2 indicate two possible Li ion vacancy migration 
paths in the 2 × 2 × 1 supercell which will be considered 
in Sec. IV B below. From the optimized structures of the 
geometrically distinct Li sites, we find that the I-vac energies 
for sites Li(1) and Li(2) are very similar, while I-vac energy 
for site Li(3) (light blue balls in Fig. 2) are 0.51 eV higher, 
which might be attributed to its strong Coulomb interactions 
with neighboring (BN2 )−3 ions. It is convenient to set the
I-vac energy of site 21 ≡ 25 to be zero. The results together 
with the distortion measures are summarized in Table II given 
below. The table shows that for these I-vac defects, the largest 
average distortion is 0.07 Å or less and the Li host lattice 
sites experience the largest maximum distortions of 0.62 Å or 
less.

As for Li3BN2, it is reasonable to expect that it is advanta-
geous to consider electrolytes formed from Li3BN2 materials 
modified to have native concentration Li ion vacancies. One 
way to accomplish this is to substitute x B ions with x C 
ions and to remove x Li ions, forming Li3−xB1−xCxN2. For  
the 2 × 2 × 1 supercell, x = 1/16 and Table II also reports 
the results for the optimized structures of this model system, 
compared with the corresponding I-vac models. For the C-
doped models, the Li vacancy energies are no longer equal, 
with the vacancy configuration having the lowest energy (site 
25) set to 0. For the C-doped models [illustrated in Fig. 4(a) 
below], the distortion measures for the Li sites are all larger 
than those for the I-vac models.

Analogous to the case of the F-doped Li3BO3, the replace-
ment of B with C breaks the symmetry of the original structure 
of the Li3BN2, resulting in multiply inequivalent Li vacancies 
with the lowest metastable energy occurring for the vacancy 
configuration at site 25, which is 3.19 Å away from the posi-
tion of the C dopant. As indicated in Table II, the C dopant

TABLE II. The relative vacancy energies in eV and distortion parameters (in Å) as calculated according to Eqs. (1) and (2) for the I-vac
and C-doped Li3BN2. The labels in the first column refer to the vacancies displayed in Fig. 2, the column dis (in Å) gives the distance between
the C substitutional site and the corresponding Li vacancy, measured from the host sites in the perfect crystal before relaxation.

I-vac C-doped

Label Ev D̄Li/DLi
max D̄B/DB

max D̄N/DN
max Ev/dis D̄Li/DLi

max D̄B/DB
max D̄C/DC

max D̄N/DN
max

No. 1 0.03 0.07/0.62 0.03/0.09 0.06/0.22 0.11/2.38 0.07/0.46 0.40/0.11 0.02/0.02 0.07/0.20
No. 5 0.03 0.07/0.62 0.03/0.09 0.06/0.22 0.06/3.10 0.07/0.35 0.03/0.09 0.11/0.11 0.06/0.23
No. 3 0.03 0.07/0.62 0.03/0.09 0.06/0.22 0.28/5.00 0.08/0.57 0.04/0.08 0.05/0.05 0.07/0.23
No. 7 0.03 0.07/0.62 0.03/0.09 0.06/0.22 0.17/4.05 0.08/0.58 0.04/0.09 0.04/0.04 0.07/0.23
No. 46 0.51 0.06/0.40 0.04/0.08 0.06/0.18 0.91/7.92 0.09/0.39 0.05/0.10 0.02/0.02 0.08/0.39
No. 21 0.00 0.06/0.35 0.04/0.10 0.07/0.27 0.33/5.66 0.08/0.42 0.05/0.09 0.03/0.03 0.09/0.28
No. 33 0.51 0.06/0.40 0.04/0.08 0.06/0.18 0.56/2.60 0.07/0.43 0.04/0.10 0.06/0.06 0.06/0.23
No. 25 0.00 0.06/0.35 0.04/0.10 0.07/0.27 0.00/3.19 0.07/0.27 0.03/0.05 0.11/0.11 0.07/0.25
No. 9 0.03 0.07/0.62 0.03/0.09 0.06/0.22 0.38/5.72 0.10/0.65 0.04/0.10 0.02/0.02 0.08/0.23
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FIG. 4. (a) Ball and stick diagram for vacancy migration in
Li3BN2 with Li, B, C, and N ions represented by three shades of blue,
black, brown, and gray balls, respectively. Labels indicate vacancy
sites for migration pathways. The configuration energy diagrams
from NEB calculations for Li ion vacancy migrations along the a
axis and within bc plane are shown in (b) and (c), respectively. The
energies for these diagrams are adjusted for the lowest energy of
the considered configurations, different for the I-vac and C-doped
models and consistent with Table II.

tends to reduce the energy of the defect structure in which the
vacancy is close to it, and at the same time undergoes greater
deformation during optimization. However, it is evident that
the vacancy energy pattern for the C-doped model is affected
by more than proximity to the C site. For example, site 1 is
closest to the C site with a distance of 2.38 Å but has an energy
of 0.11 eV while the vacancy at site 33 is 2.60 Å away from
the C site but its energy is up to 0.56 eV.

To estimate the stability of C-doped Li3BN2, we consid-
ered the following possible decomposition reaction:

Li3−xB1−xCxN2 → (1 − x)Li3BN2 + xLi2CN2, (4)

where x = 1/16 in this simulation. For simplicity, the reaction
energy �USL was estimated from the static lattice contribu-
tions of Li3−xB3−xCxN2 minus the energy of the productions
on the right-hand side of Eq. (4). The structure for the product
Li2CN2 has space group symmetry I4/mmm (No. 139) and
was optimized based on the experimental data reported in Ref.
[52]. The minimum value of the nine vacancy configurations
considered (for the vacancy on site 25) was found to be
�USL = +0.05 eV. This positive value suggests that C-doped
Li3BN2 may need special treatment to actually synthesize.
However, since the doped structure is computationally stable,
we include the simulation results for reference. In practice, it
is known that Li3BN2 samples are sensitive to surface oxygen
degradation.

IV. LI ION MIGRATION ANALYSIS VIA THE ELASTIC
BAND METHOD

The NEB method [34–36] has been well developed to eval-
uate the temperature (T ) dependence ion diffusion coefficient
D(T ) according to the Arrhenius form

D(T ) = D0e−ENEB
a /kBT , (5)

where kB denotes the Boltzmann constant and D0 is the
temperature-independent pre-exponential factor. For the NEB
analysis, the ion migration energy barrier ENEB

m for a prede-
fined migration path is determined from the highest energy
found along the constructed NEB path relative to a reference
defect energy of the supercell. The relationship of the acti-
vation energy ENEB

a to ENEB
m depends on the system under

consideration. In general, we expect that the activation energy
varies in a range:

εmin � ENEB
a � εmax. (6)

In this paper, we consider two types of systems—defective
and ideal materials. Substitutionally doped materials, or ma-
terials prepared with poor crystallinity, are expected to have a
substantial population of defects, so the activation energy for
ionic diffusion is expected to be close to the minimum:

εmin = ENEB
m = max

(
�Em + E0

d

)
. (7)

Here, �Em denotes the energy barrier calculated from the
NEB formalism for a single hop step and E0

d represents
the lowest defect energy such as listed in Tables I and II
for the particular migration path. The E0

d contribution comes
from the expectation that there is a temperature-dependent
probability associated with the particular path, determined by
the equilibrium population of the lowest energy defect sites as
determined by a Boltzmann distribution [53]. For more ideal
samples not having a population of vacancies or interstitials,
it is assumed that the migration process is initiated by mov-
ing one Li ion at a host lattice site into an interstitial site,
the activation energy for ionic conductivity ENEB

a therefore
additionally includes the defect formation energy E f which
is associated with a formation of vacancy-interstitial pair with
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TABLE III. Vacancy hopping energies �Em for Li3BO3 for the
I-vac and F-doped models. The step labels refer to the position labels
in Fig. 3(a). The distances (measured from the perfect crystal sites
before defect optimization) are given in units of Å and energies are
given in eV units.

�Em

Step Distance I-vac F-doped

6 ↔ 18 2.51 0.17 0.12
18 ↔ 30 2.69 0.38 0.48
30 ↔ 9 2.48 0.26 0.26
9 ↔ 21 2.51 0.17 0.25
21 ↔ 33 2.69 0.38 0.64
33 ↔ 6 2.48 0.26 0.35

the maximum value [54]:

εmax = ENEB
m + 1

2 E f = max
(
�Em + E0

d

) + 1
2 E f . (8)

A. NEB analysis for Li3BO3

As illustrated in Fig. 3, we identified the main diffusion
path to be composed of sites 6 ↔ 18 ↔ 30 ↔ 9 ↔ 21 ↔
33 ↔ 6 in both the I-vac and the F-doped Li3BO3. The labels
and energies correspond to the vacancy energies and distortion
parameters listed in Table I. While this path is not the only
possibility, it illustrates an efficient migration pathway within
the bc plane.

The configuration path diagram shows that for the I-vac
model, we see that the highest barrier for Li vacancy migration
occurs between sites 18 and 30 or equivalently between sites
21 and 33 involving type Li(1) and Li(2) sites. By contrast,
the F-doped model shows that the substitutional F ion tends
to trap a Li ion vacancy in its vicinity (site 33 in this case).
However, vacancy sites further away from the substitutional
F site appear to resemble the I-vac energy path, shifted by
approximately 0.2 eV. It is presumed that the simulations in
larger supercells would converge more accurately to the I-vac
energy profile.

The quantitative comparison between vacancy diffusion in
Li3BO3 is summarized in Table III. For the I-vac crystal,
the diffusion path consists of two symmetrically equivalent
paths 6 ↔ 18 ↔ 30 ↔ 9 and 9 ↔ 21 ↔ 33 ↔ 6, resulting
in two periodically repeated energy profiles with maximum
step barrier of �Em = 0.38 eV occurring for 18 ↔ 30 and
21 ↔ 33. The energy barrier of each path segment in the
F-doped crystal is comparable to that of the I-vac crystal.
However, the hop between sites 21 ↔ 33 requires a higher
energy of �Em = 0.64 eV compared to �Em = 0.38 eV in
the I-vac structure, suggesting the F dopant tends to trap the
vacancy close to the doping site. For path 30 ↔ 9 which is
furthest from the F site, the doping effect is negligible with
the same hopping energy of �Em = 0.26 eV as for the I-vac
structure. From this analysis, we can estimate the activation
energies for Li ion migration. According to Eq. (7), we find
that ENEB

m = 0.38 eV for the ideal I-vac model, compared
with ENEB

m = ENEB
a = 0.72 eV for the F-doped model. For a

stoichiometric and well-crystallized sample without presence
of any defects, the vacancy-interstitial pair formation energy

E f energy enters according to Eq. (7), resulting in the es-
timate ENEB

a = 1.00 eV. While the F-doped model tends to
trap the Li ion vacancy near the doping site, the estimate
of the activation for Li ion migration energy is lower than
that of the perfect crystal. As a consequence, doping with
substitutional F provides an encouraging approach to improve
the ionic conductivity properties of the pure Li3BO3 crystal.
Alternatively, a stoichiometric but poorly crystalline sample
would be expected to be represented by the I-vac model with
an activation energy of ENEB

m = ENEB
a = 0.38 eV.

B. NEB analysis for Li3BN2

Among several possible migration paths of I-vac and
C-doped models of Li3BN2 crystals, we present two represen-
tative Li ion vacancy migrations along the a axis and within a
bc plane as illustrated in Fig. 4, with corresponding vacancy
energies and distortion parameters listed in Table II. It is worth
mentioning that the zero of energy was taken separately for
the I-vac and C-doped models. The pure Li3BN2 contains
three inequivalent Li sites: Li(1), Li(2), and Li(3) as indicated
by three shades of blue balls in Fig. 4(a), consequently there
are three distinct metastable vacancy configurations. For this
I-vac case, the migration energy of each NEB channel was
referenced to the energy of configuration with Li(2)-type va-
cancy at site 21 and its equivalent 25. For the C-doped model,
site 25 has the lowest energy of the configurations considered
and is set to zero energy, while sites further from the substitu-
tional C site start to resemble the I-vac profile shifted to higher
energy by approximately 0.3 eV.

The NEB energy diagrams for the I-vac and C-doped
structures are shown in Fig. 4(b) for a path involving Li(1)
vacancies sites moving along the a axis and Fig. 4(c) for a
path involving alternating Li(1), Li(2), and Li(3) vacancy sites
within in a bc plane. The quantitative analysis of vacancy
diffusion in Li3BN2 is summarized in terms of the hopping
energy barrier �Em in Table IV based on the highest barrier
for each indicated step. Since the supercell of the I-vac model
of Li3BN2 consists of two replicas of the conventional unit
cell along the a axis, the four-step path 1 ↔ 5 ↔ 3 ↔ 7
↔ 1 involves two periodic energy profiles between nearest-
neighbor sites of the same Li(1)-type: 1 ↔ 5 ↔ 3 and 3
↔ 7 ↔ 1. Dominated by the migration path between 5 ↔
3 (7 ↔ 1), the maximum energy barrier that a Li ion has
to overcome for consecutive hops along this one-dimensional
channel is �Em = 0.27 eV, together with the minimum defect
energy E0

d = 0.03 eV, it can determine the migration energy
of ENEB

m = 0.30 eV for this path of the I-vac model from
Eq. (7). Taking into account the estimated vacancy-interstitial
pair formation energy of E f = 1.23 eV, the activation energy
for the perfect crystal is calculated to be ENEB

a = 0.62 eV
according to Eq. (8). Generally, the migration barrier for Li
ion diffusion in the C-doped Li3BN2 not only depends on the
position of the C dopant but also depends on the surrounding
environment experienced by the mobile Li ions. For example,
for the C-doped model, the corresponding a axis vacancy
migration path finds the controlling barrier for the overall
process to be the step 5 ↔ 3 with �Em = 0.34 eV, which
together with the reference defect energy of E0

d = 0.06 eV,
estimates ENEB

a = ENEB
m = 0.40 eV according to Eq. (7).
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TABLE IV. Defect hopping energies �Em for I-vac, C-doped,
and I-int models of Li3BN2. The step labels refer to the position
labels in Fig. 4(a) for I-vac and C-doped models or the inset figure
in Fig. 5 for the I-int models. The distances (measured from the
corresponding perfect crystal sites before defect optimization) are
given in units of Å and energies are given in eV units.

�Em

Mechanism Step Distance I-vac C-doped

Vacancy along a axis 1 → 5 2.57 0.14 0.21
5 → 3 2.57 0.27 0.34
3 → 7 2.57 0.14 0.20
7 → 1 2.57 0.27 0.30

Vacancy in bc plane 46 → 21 2.49 0.55 0.59
21 → 5 3.38 0.81 0.85
5 → 33 2.51 0.64 0.96

33 → 25 2.49 0.55 0.59
25 → 9 3.38 0.81 0.95

Kick out I3 → 1 → I1 − 0.52 −
I1 → 21 → I4 − 0.30 −
I4 → 2 → I2 − 0.52 −

The Li ion diffusion in the bc plane of the I-vac and
C-doped models of Li3BN2 involves a series of zigzag steps
between adjacent inequivalent vacancy sites 46 ↔ 21 ↔ 5 ↔
33 ↔ 25 ↔ 9. The barriers for each step are summarized in
Table IV. For the I-vac model of Li3BN2, the path 46 ↔ 21
↔ 5 is symmetrically equivalent to the path 33 ↔ 29 ↔ 9
with a hopping energy of �Em = 0.81 eV. This suggests that
for a poorly crystalline sample of stoichiometric Li3BN2, the
activation energy would be ENEB

a = ENEB
m = 0.81 eV while

for a well-crystallized sample the activation energy would be
ENEB

a = 1.43 eV, according to Eqs. (7) and (8), respectively.
The corresponding hopping energies for the C-doped model
are comparable, but because of the greater stability of the
vacancy at site 46 near the C substitutional site, the largest
hopping barrier is found to be �Em = 0.96 eV for the 5 ↔
33 step. The activation energies for this path in the bc plane
is computed from Eq. (7) to be ENEB

a = 1.02 eV. Generally,
the Li ion migration barriers in the bc plane are significantly
larger than those in along the a axis.

Also listed in Table IV are results from NEB analyses
involving the equivalent lowest energy metastable interstitial
sites. Figure 5 shows the corresponding local ball and stick
diagram containing four equivalent nearest-neighboring inter-
stitial sites I1–I4 surrounded by Li ions at host sites of types
Li(1) and Li(2) together with the corresponding energy path
diagram. Although direct hopping between interstitial sites
seems to be unlikely on the basis of geometric considerations,
kick-out or interstitiacy processes may be possible. This was
examined using the results from the I-int models discussed in
Sec. III B to model 2 × 2 × 1 supercells of Li3BN2 containing
one charge-compensated interstitial Li ion. The corresponding
hopping energies �Em are listed at the bottom of Table IV.
Here the notation I3 → 1 → I1 means that an initial I-int
configuration at the interstitial site I3 (visualized in the insert
of Fig. 5) transitions to replace the host Li ion at site 1, which
then moves to I-int configuration at the interstitial site I1. The

FIG. 5. Configuration energy diagram for the kick-out mecha-
nism in Li3BN2 together with an inset diagram of the involved sites.
In the diagram, Li ions at host sites are represented using the same
convention as in Fig. 4(a) while interstitial sites are represented with
green balls.

subsequent step of I1 → 21 → I4 is geometrically equivalent
to the initial configuration in this supercell. Proceeding with
this kick-out process, Li ions can consecutively hop between
equivalent interstitial sites with the exchange of host ions
between type-Li (1) and -Li (2) sites, resulting in a net motion
along the b axis. The maximum hopping energy for the path
I3 → 1 → I1 → 21 → I4 is �Em = 0.52 eV. According to
Eqs. (7) and (8), the activation energy for this process is
expected to be ENEB

a = 0.52 or 1.14 eV for a poorly crystalline
or highly crystalline sample, respectively.

In summary, the NEB analysis suggests that the most ef-
ficient Li ion conductivity in Li3BN2 occurs via a vacancy
mechanism along the a axis of the crystal.

V. MOLECULAR DYNAMICS SIMULATIONS

MD simulations based on density-functional evaluations of
the ideal and defective supercells were performed to under-
stand the dynamic and statistical nature of Li ion migrations.
The simulations approximated a microcanonical NVE en-
semble, using a velocity Verlet algorithm [55] with a time
integration step of �t = 2.4 fs. Here NVE refers to a con-
stant number of atoms Natom in the supercell held at constant
volume V and a constant energy which corresponds to USL +
E ion

kin , the total density functional static lattice energy plus
the classical mechanics ion kinetic energy at each time step.
The initial distribution of velocities of ions in the relaxed
simulation cell is taken from Boltzmann distribution for twice
the target temperature. Without controlling the temperature
via any velocity rescaling scheme, this procedure is found
to equilibrate for simulations times t > teq, with fluctuating
instantaneous temperatures around the target temperature. For
most of the simulations in this paper, teq ≈ 0.02 ps. Typically,
the average temperature for a given run is determined by av-
eraging the temperature from the ion classical kinetic energy
at each time step t ′ according to

〈T 〉 = 2

3(Natom − 1)kB

1

(tmax − teq)

∫ tmax

teq

E ion
kin (t ′)dt ′. (9)
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In this paper, a sufficiently high temperature is required to
simulate significant hopping events in the model structures.
We find that although 〈T 〉 is generally close to the target
temperature, it is somewhat dependent on the setting of the
initial velocity distribution. The ionic conductivity for each
system under consideration is obtained after a MD duration of
100–120 ps.

In this paper, the ionic motion is analyzed with the sim-
plifying assumption that independent ion motion dominates,
focusing on the so-called tracer diffusion process which de-
pends on the mean-squared displacement (MSD) [56,57].
With equally probable microscopic states at each time step,
the MSD, defined by the following relation, is introduced to
track the dynamical evolution of Li ions over a time window
of t for a simulated temperature T :

MSD(t, T ) ≡ 1

NLi

〈
NLi∑
i=1

|Ri(t ) − Ri(0)|2
〉

t

, (10)

where NLi indicates the number of mobile Li ions in the simu-
lation and Ri(t ) denotes the position of the Li ion with label i
at time t . During the simulations over the total time duration,
there are many time intervals with the same period t but with
different starting and ending times to improve the ensemble
sampling to get more accurate diffusional properties, the MSD
as a function of t is obtained by averaging over all the squared
displacements with the same time interval as indicated by the
angular brackets in the expression.

The quantitative information on the diffusion of Li ions
is implied by the slope of the MSD or the so-called tracer
diffusion coefficient Dtr at a sufficient calculation time,

Dtr(T ) = 1

6
lim

t→∞
1

(t − teq)
MSD(t − teq, T ). (11)

Here the subscript tr specifies the self-diffusion process for
noninteracting Li ions.

By definition, the diffusion coefficient relates to the capac-
ity of a Li ion to move a distance over a time interval, and such
diffusive behavior is subjected to a thermally activated pro-
cess, customarily we can describe this temperature-dependent
diffusion coefficient in terms of an Arrhenius relationship
analogous to the diffusion modeled by the NEB approach of
Eq. (5),

Dtr(T ) = D0e−EMD
a /kBT , (12)

where D0 is a temperature-independent pre-exponential fac-
tor, kB is the Boltzmann constant, and EMD

a is the activation
energy of motion which can be deduced from the Arrhenius
plot of ln(Dtr (T )) versus 1/T . In general, we expect that
the activation energies deduced from the MD and the NEB
analyses to differ because differing physical and mathematical
approximations.

The ionic conductivity is related to the diffusion process
via the Nernst-Einstein equation:

σ (T ) = ρq2 Dtr (T )

kBT Hr
. (13)

Here ρ = NLi/V denotes the ratio of the number of Li ions
within the simulation cell to its volume V , q represents the
charge of the Li ion (presumed to be +1, in units of the

FIG. 6. Plots of MSD(t, 〈T 〉) from Eq. (10) in units of Å2 as a
function of time in units of picoseconds for the stoichiometric, I-vac,
and F-doped models of Li3BO3 at average temperatures of 〈T 〉 =
968, 998, and 996 K, respectively.

elementary charge unit e), Hr is the Haven ratio [58] which
accounts for the effect of the correlation and collectivity ef-
fects of ionic motion. For our system, we take Hr = 1 with
assumption of independent migrations of Li ions.

A. Molecular dynamics simulations for Li3BO3

Results for the MSDs of Li ions in 3 × 1 × 1 supercells
of pure Li3BO3 as well as I-vac and F-doped models are pre-
sented in Fig. 6 for simulation temperatures of approximately
1000 K, evaluated according to Eq. (10). As the nearly hori-
zontal MSD curve for pure Li3BO3 shows, the full ordering of
Li ions in this material greatly limits their displacements, re-
sulting in extremely low ionic mobility. It is expected that the
Li ion mobility can be improved by introducing Li vacancies
sites. In fact, this is seen in Fig. 6 in terms of the substantial
slopes of the MSD curves for the I-vac and F-doped models.

To visualize the Li ion motions in the I-vac and F-doped
models, in Fig. 7 we show the ball and stick diagrams for the
initial B and O sites with superposed Li ion positions for the
first 70 ps of the simulation with a time interval of 0.24 ps.
The time sequence of the superposed images is missing from
this visualization, however, it is clear that there is considerable
motion of the Li ions during the course of the simulation.
Interestingly, the pattern of superposed Li ion sites look very
similar for the I-vac and F-doped models, each without ob-
vious occupancy of interstitial sites. To the extent that there
are a significant number of images between all of the host
lattice Li sites, one can conclude that all of the Li ions [types
Li (1), (2), and (3)] participate in ion migration, consistent
with the predicted diffusion pathway in NEB calculations
shown in Fig. 3. It is therefore encouraging and provides some
confidence that the Li ion migrations in our simulated crystals
are likely to occur via vacancy mechanisms.

Figure 8 summarizes the results for the Li ion conduc-
tivity of Li3BO3 versus 1000/T . The calculated MD results
were estimated using Eq. (13) with Hr = 1. In the present
paper, the measurement of the ionic conductivity for the pure
Li3BO3 with sample preparation described in Paper II [14]
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FIG. 7. Ball and stick diagrams of MD simulations for (a) I-vac
Li3BO3 at temperature 〈T 〉 = 996 K and (b) F-doped Li3BO3 at
temperature 〈T 〉 = 998 K. B, O, and F are shown at their initial posi-
tions with black red, and pink balls, respectively. Li positions of the
initial configuration and 290 subsequent positions at time intervals
of 0.24 ps are indicated with gray balls. Simulations were performed
using microcanonical NVE ensembles in 3 × 1 × 1 supercells. The
diagram represents a projection onto the bc plane.

were conducted with gold blocking electrodes sputtering onto
each side of the pellet sample for electrochemical impedance
spectroscopy (EIS). EIS measurements were performed on a
BioLogic SP-200 from 1 MHz to 100 MHz with an ampli-
tude of 100 mV at temperatures ranging from 20 − 80 ◦C.
Figure 8 also includes the experimental data analyzed from
the published work of Ohta et al. [15] and Shigeno et al. [31]
using digitizing software. All the straight lines represent the
linear fit of the discrete values, the slope of which determines
the deduced activation energy based on the Nernst-Einstein
and Arrhenius relationships given in Eqs. (13) and (12), as
listed in Table V. It is interesting to note that the experimental
measurements plotted here show a range of values that are
roughly in the same range of the MD simulation results.

FIG. 8. Plot of computational and experimentally measured val-
ues of log10(σT ) versus 1000/T for the I-vac and the F-doped
models of Li3BO3. The computed values of σ were determined from
Eq. (13). Lines represent least squares fits to the log10(σT ) data. The
experimental results for polycrystalline Li3BO3 (red circles) were
obtained by refitting the data in Ref. [15] and for glassy Li3BO3

(green squares) were obtained by refitting the data in Ref. [31].

TABLE V. Results of activation energy on Li3BO3. The MD
data in units of eV is determined from the slope of the straight line
in Fig. 8, and the corresponding conductivity in units of S/cm is
extrapolated to T = 300 K. The experimental results are listed as
reported at T = 25 Celsius.

Material Analysis Ea σ (T = 300 K)

I-vac Li3BO3 MD 0.53 3.2 × 10−7

NEB 0.38 −
F-doped Li3BO3 MD 0.45 3.4 × 10−6

NEB 0.72 −
Polycrystalline Li3BO3 Expa 0.46 3.8 × 10−6

Polycrystalline Li3BO3 Expb 0.51 2.0 × 10−6

Glassy Li3BO3 Expc 0.60 3.4 × 10−7

aThe present experimental measurement.
bExperimental data from Ref. [15].
cExperimental data from Ref. [31].

In Table V, we list the results of NEB and MD simu-
lations together with the experimental measurements. The
larger estimated room-temperature conductivity and slightly
lower activation energy of the F-doped Li3BO3 relative to
the I-vac Li3BO3 suggests that substitutional doping of O
with F creates an enabling environment for Li ion migration
processes. While due to the trapping effect, the NEB results
on the F-doped Li3BO3 are strongly influenced by the Li
ion hops near the F site. The more physical picture is ex-
pected to be provided by MD simulations with an effective
barrier evaluated over the hopping events of all mobile Li
ions. The simulations on crystals with Li vacancies and the
fitted results from the experiment shows good agreement,
particularly the room-temperature conductivities of the cal-
culated value and the experimental measurement are in the
same order of magnitude 10−7 − 10−6 S/cm. Although our
experimental measurements on the phase-pure Li3BO3 and
the experimental papers [15,31] do not mention intentional
doping in their sample preparation, the simulation results
suggest that vacancy populations are likely to be present in
the current experimental samples and the samples reported
in Refs. [15,31] as well. This speculation is motivated both
by the MD simulations near T = 1000 K, showing negligible
Li MSDs for simulations on initially perfect configurations
in contrast to simulations on initial configurations containing
a single vacancy in the supercell shown in Fig. 6, and by
the estimate of the interstitial-vacancy pair energy of E f =
1.25 eV for this system. These results suggest that, while
the bottleneck for vacancy formation is too high to generate
conductivity in an ideal crystal, perhaps a small number of
such Frenkel defects are typically formed during synthesis of
these materials.

B. Molecular dynamics simulations for Li3BN2

To explore the performance of Li3BN2 as an ionic conduc-
tor, in Fig. 9 we plot the MSDs as a function of simulation
time for MD simulations at average temperatures near 1300 K.
Here we compare models of stoichiometric Li3BN2 having
fully occupied host sites in the initial configuration, with
the I-int model initially having an extra Li at one of the
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FIG. 9. Plots of MSD(t, 〈T 〉) from Eq. (10) in units of Å2 as
a function of time in units of picosecond for 2 × 2 × 1 supercells
of Li3BN2 for the stoichiometric, I-int, I-vac, and C-doped models
at average temperatures of 〈T 〉 = 1272, 1259, 1254, and 1261 K,
respectively.

metastable interstitial sites, with the I-vac model initially hav-
ing a missing Li ion, and the C-doped model having a C ion
substituting for one B ion together with a missing Li ion.
For the C-doped models, we observed that the N–C–N bond
is robust; showing no evidence of breaking throughout the
simulation at each considered temperature. From the figure,
we see that the Li ions of the stoichiometric model present
trivial displacements with a flat MSD curve, indicating very
high activation energy for triggering the diffusion process.
By contrast, the three different defect configurations display
measurable diffusivity with comparable slopes for a similar
temperature. For the I-int model, we found that the interstitial
Li ion only jumps back and forth between adjacent interstitial
sites, causing a very localized and short-ranged migration in
terms of a pure interstitial mechanism. Consistent with the
kick-out process discussed above using the NEB analysis, the
vacancy mechanism is found to be significant for the I-int
model. For these high temperature simulations, it is interesting
that the MSD curves predict that diffusivity of the I-vac model
to be almost twice that of the I-int model, with the C-doped
model predicted to have a diffusivity in between but more
similar to that of the I-vac model.

To examine the role of Li ion vacancies in determining
ion mobility, we can follow the Li ion trajectories Ri(t ) to
estimate the fraction of vacancy sites at any given time step
t . For our constant volume simulations of the 2 × 2 × 1 su-
percell, the location of each of the Nh = 48 host lattice sites
are known. They are analyzed as occupied at time t if a Li
ion is found within 1 Å of the site; otherwise it is vacant.
In this way, the number of vacancies at each time step Nv (t )
and the ratio Nv (t )/Nh can be calculated. Not surprisingly, the
vacancy ratio increases over time and with temperature. An
example of vacancy fraction analysis for the I-vac model at
two different temperatures is shown in Fig. 10. Similar results
were obtained from the C-doped model. Here we see that
at these temperatures, the vacancy fraction steadily rises, in-
creasing more rapidly at the higher temperature. In each case,

FIG. 10. Plots of fractions of vacancies with respect to simula-
tion time in units of picosecond for I-vac Li3BN2 at 〈T 〉 = 1155 K
(purple) and 1200 K (red).

we found that the most of the Li ions leaving the normal host
sites did not hop into the interstitial defect positions but tended
to hover at the intermediate sites between the host sites that
constitute the main vacancy conducting path. On one hand,
because of the growing number of unoccupied host sites as
time progresses, the structure becomes increasingly defective
and disordered, which may promote the ion diffusion. On
the other hand, as suggested by Fig. 4 of the NEB analysis,
the single hop barrier energies between neighboring host sites
are unevenly distributed with relatively high values, thus slow-
ing down the conduction of Li ions even with considerable
vacant sites available to be occupied.

Using a similar approach to quantify the time-dependent
occupancy of interstitial sites finds that the interstitial sites

FIG. 11. Plots of log10(σT ) vs 1000/T for the I-vac Li3BN2

(blue) and the C-doped Li3BN2 (orange). The data points were gath-
ered from MD simulations and the straight line is a linear fit of the
points with the slope determining the activation energy. The experi-
mental results for polycrystalline Li3BN2 (red circles) were obtained
by refitting the data in Ref. [30] and for glass-ceramic Li3BN2 (green
squares) were obtained by refitting the data in Ref. [31].
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TABLE VI. Results of conductivity simulations in comparison
with the available experimental data. Energies are given in eV and
the ionic conductivities are in units of S/cm. The experimental
conductivities are listed as reported at (or extrapolated to) T = 25
Celsius.

Materials Analysis Ea σ (T = 300 K)

I-vac Li3BN2 MD 0.48 7.2 × 10−7

NEB 0.30 (a)/0.81 (bc) −
C-doped Li3BN2 MD 0.57 4.8 × 10−8

NEB 0.40 (a)/1.02 (bc) −
Polycrystalline Li3BN2 Expa 0.66 1.4 × 10−7

Glass-ceramic Li3BN2 Expb 0.56 1.1 × 10−7

aExperimental data from Ref. [30].
bExperimental data from Ref. [31].

are found to play a minor role in the Li ion mobility in these
systems.

From this insight, we focus on studying the ionic conduc-
tivity for the I-vac and C-dopped models of Li3BN2 using
Eq. (13) with Hr = 1 to analyze MD simulations with average
temperatures ranging between 1000 − 1300 K. The results are
shown in Fig. 11. The experimental data were analyzed from
the published work of Yamane et al. [30] and Shigeno et al.
[31] using digitizing software. The Li ion activation energies,
as listed in Table VI, are deduced from the slopes of the linear
fit lines of the discrete values according to the Nernst-Einstein
and Arrhenius relationships given in Eqs. (13) and (12). It
is also noticeable that the plots of the experimental measure-
ments and the MD simulations are in the same range of values
over the explored temperature range.

According to the results listed in Table VI, the activation
energy for the C-doped model is 0.57 eV compared to 0.48 eV
for the I-vac model. In general, the calculated MD results
for the activation energy and room-temperature ionic conduc-
tivity are comparable with the experimental measurements.
Following the MD trajectories, we find that the first diffusion
channel formed in each structure is along the a axis, consisting
of the most energetically favorable path identified in NEB
calculations. Also, it is reasonable to see that for each model,
the calculated activation energy from MD simulations falls in
between the NEB data of the lowest barrier channel along the
a axis and the NEB results of bc plane in which the massive
Li ion diffusions are less likely to occur.

VI. SUMMARY AND CONCLUSIONS

Using NEB methods and MD simulations, we have studied
the Li ion migration mechanisms of crystalline Li3BO3 and

Li3BN2, both having monoclinic structure with space group
symmetry P21/c. The two materials were found to be similar
in terms of the Li ions positioning themselves within BO3−

3 or
BN3−

2 anion frameworks as well as their Li ion conductivity
mechanisms being characterized by vacancy processes. For
both materials, the NEB analysis was able to identify the
main Li ion vacancy migration pathways which turned out to
be qualitatively consistent with the MD trajectories such as
shown in Fig. 7 for Li3BO3. For Li3BO3, the migration path
is two-dimensional within the bc plane, involving all of the
Li ion sites. By contrast, the migration is one-dimensional
along the a axis for Li3BN2, involving only Li ion sites of
type Li(1). In addition, the MD simulations show the Li ion
to spend a significant amount of its time at a distance of more
than 1 Å away from its equilibrium host site. This is shown
qualitatively in Fig. 7 for Li3BO3 and more quantitively in
Fig. 10 for Li3BN2.

Using MSD analysis of the MD results and approximat-
ing the Haven ratio to be 1, the ionic conductivity could be
calculated from Eq. (13). The results for Li3BO3 shown in
Fig. 8 and the results for Li3BN2 shown in Fig. 11 suggest
very similar outcomes for simulations using supercells with
an ideal vacancy or a vacancy due to substitutional doping.
Moreover, simulation for both materials at high temperature
extrapolate with respect to 1000/T to values that are close
to data available from experimental measurements, including
measurements on Li3BO3 generated for this paper. The Li ion
conductivity at 300 K is 10−7 − 10−6 S/cm for Li3BO3 and
10−8 − 10−7 S/cm for Li3BN2. It is interesting to speculate
about possible sources of Li ion vacancies needed for the
conduction processes in the experimental samples since these
were prepared without intentional doping. One possibility
might be that stable vacancy-interstitial defect pairs, usually
known as Frenkel defects, are present in these samples. Our
simulations show that while perfect crystals exhibit no con-
ductivity, simulations with a Li vacancy ratio of 1/12 for
Li3BO3 and 1/16 for Li3BN2 show reasonable agreement with
the experiment.
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Both Li3BO3 and Li3BN2 materials have promising properties for use in all solid-state batteries and other
technologies dependent on electrolytes with significant ionic conductivity. As the second of a two-part study,
the structural properties of Li3BO3 and three reported phases of Li3BN2 are investigated using first-principles
modeling techniques. For α-Li3BN2, the tetragonal P42/mnm structure reported in the literature is found to
be unstable as evidenced by imaginary phonon modes near the M point of its Brillouin zone. Our simulations
within the harmonic approximation suggest that the real α phase has the orthorhombic space group symmetry
Pmmn formed with twice as many formula units and tiny adjustments of the equivalent lattice parameters
and fractional coordinates. Extending the analysis of the Pmmn α-Li3BN2 structure to the quasiharmonic
approximation improves the agreement between the room-temperature x-ray pattern reported in the literature
and the corresponding simulation results. In anticipation of the use of the monoclinic phases of Li3BO3 and
Li3BN2 in Li ion conducting applications, chemical stability is investigated in terms of free-energy differences
of possible decomposition and Li reaction processes, finding encouraging results. As further investigations of
Li3BO3 and β-Li3BN2 as electrolyte or coating materials, particularly for use with Li metal anodes, idealized
electrolyte/Li interfaces were investigated in terms of their geometric, energetic, and electronic properties. The
results find the electrolyte/Li interfaces to be quite favorable, perhaps comparable to the pioneering LiPON/Li
system.

DOI: 10.1103/PhysRevMaterials.5.085403

I. INTRODUCTION

The companion paper (Paper I) [1] presents the results of
first-principles computational methods used to investigate the
detailed mechanisms of Li ion diffusion in the monoclinic
forms of lithium borate Li3BO3 and boron-nitride Li3BN2,
finding encouraging results for ionic conductivity with the in-
troduction of vacancies by disorder and doping. In the present
paper, we examine the stability properties of pure Li3BO3 and
Li3BN2, including the stability of the crystalline materials
and the stability of possible interface configurations with an
ideal lithium anode in anticipation of possible applications as
electrolytes or as coatings in solid-state batteries and other
technologies.

The outline of this paper is as follows. Section II details
the computational methods used in this paper. Section III
presents the structural properties of Li3BO3 and three reported
phases of Li3BN2, including the calculated lattice parameters
of the crystal structures and vibrational analyses using the har-
monic phonon approach. To improve the physical treatment,
in Sec. IV, the quasiharmonic approximation is applied to bet-
ter represent the corrected structure of α-Li3BN2. Section V
discusses the stabilities of the materials in terms of possible
decompositions and reactions with Li metal. In Sec. VI, we
investigated the interface properties of the potential electrolyte
materials, Li3BO3 and β-Li3BN2, with Li metal. A summary
of the results and some conclusions are given in Sec. VII.

II. CALCULATIONAL METHODS

The computational methods for this paper are based
on density functional theory (DFT) [2,3] using the pro-
jector augmented plane wave (PAW) [4] formalism with
the data sets generated by the ATOMPAW code [5]. The
exchange-correlation terms were represented by the modi-
fied generalized gradient formulation known as PBEsol [6].
Density functional perturbation theory [7–11] was used to
evaluate derivatives of the density functional energies. The
computations were performed using both the ABINIT [12,13]
and QUANTUM ESPRESSO [14,15] packages interchange-
ably. For reasons of convenience and efficiency, ABINIT was
used to perform the calculations reported in Secs. III and
V while QUANTUM ESPRESSO was used to perform the
calculations reported in Secs. IV and VI. The two codes use
slightly different internal algorithms to evaluate the system
energies, so it was necessary to use slightly different calcula-
tional parameters. For example, for each Bloch wave vector
k, the summations over reciprocal lattice vectors G included
all terms such that |k + G|2 � 2mεcut/h̄2 (where m denotes
the electron mass). By choosing εcut to be 50 and 81 Ry for
ABINIT and QUANTUM ESPRESSO, respectively, equiva-
lent results were obtained. On the other hand, other parameters
such as the Brillouin zone sampling worked equally well
in the two codes. For static lattice calculations, performed
in the conventional cells, Brillouin-zone sampling grids [16]
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were set to 12 × 4 × 4 for Li3BO3 and 12 × 12 × 12, 6 ×
6 × 8, 12 × 12 × 12, and 6 × 6 × 8 for Li3BN2 in the P21/c,
I41/amd , P42/mnm, and Pmmn structures, respectively. For
interface calculations described in Sec. VI, larger supercells
were constructed and the Brillouin zone sampling was ad-
justed accordingly.

The phonon calculations were performed in the primitive
unit cells, following the approach described in previous work
[17] using phonon wave-vector grids sufficient to represent the
dynamical matrices at high symmetry q points to obtain accu-
rate phonon densities of states using interpolation methods.
The q-point grids were chosen to be 6 × 2 × 2 for Li3BO3,
and 4 × 4 × 4, 3 × 3 × 3, 4 × 4 × 4, and 3 × 3 × 4 for the
four considered structures of Li3BN2.

In Sec. IV MATLAB [18] and Python [19] were used to
aid the calculations, particularly for evaluating interpolation
algorithms.

Visualizations of the structural configurations were ob-
tained using the VESTA [20] and XCRYSDEN [21] pro-
grams. The software FINDSYM [22] helped in space-group
analysis of the optimized structures. The MERCURY software
package [23] was used to analyze x-ray patterns.

III. STRUCTURAL STABILITY
IN THE HARMONIC APPROXIMATION

To evaluate the dynamical stability of the materials under
consideration, we adopted the methodologies used in previous
work [17] based on DFT [2,3] to represent the electronic
ground state and the Born-Oppenheimer approximation [24]
and the harmonic phonon approximation [7,25] to estimate
the vibrational contribution to the Helmholtz free energy. The
detailed equations are presented in Ref. [17], but some of
the equations are given as follows. Self-consistent DFT per-
formed on a unit cell of the material, optimizing the lattice
parameters and internal coordinates, provides an excellent
representation of the equilibrium static lattice internal energy
USL of the system. Comparing the computed optimized lattice
parameters and internal coordinates with experimentally mea-
sured values offers a quantitative estimate of the validity of
the calculation and the measurement.

Since the materials of interest are electronically insulating,
there are no temperature-dependent electronic contributions,
so the equilibrium static lattice free energy is also temperature
independent and well-approximated by USL. To estimate the
contributions to the Helmholtz free energy due to temperature-
dependent lattice vibrations, density-functional perturbation
theory [8,9,26] is used to evaluate second-order derivatives of
USL with respect to atomic displacements as is necessary to
compute the dynamical matrix and the normal mode frequen-
cies ων (q) as a function of wave vector q. The dependence of
ων (q) on wave vector q will be presented in terms of phonon
band diagrams. The phonon density of states g(ω) is given by

g(ω) = V

(2π )3

∫
d3q

3N∑
ν=1

δ(ω − ων (q)), (1)

where V denotes the volume of the simulation cell containing
N atoms and the mode index ν runs from 1 to the total number
of the normal modes 3N . It is also possible to evaluate the

projected density of phonon modes function for a specified
atomic type a using the expression

ga(ω) ≡ V

(2π )3

∫
d3q

3N∑
a

(δ(ω − ωv (q))W v
a (q)). (2)

Here W v
a (q), defined in Eq. (11) of Ref. [17], represents the

amplitude weight factor of mode ν for atomic type a. By
construction, the sum of ga(ω) over all atomic types gives the
total phonon density of states g(ω).

From the total phonon density of states, the Helmholtz free
energy F (T ) in the harmonic approximation for system with
fixed volume V and temperature T can be computed according
to

F (T ) = USL + Fvib(T ), (3)

where Fvib(T ) is the vibrational contribution to the Helmholtz
free energy, or the phonon free energy which takes the follow-
ing form [25]:

Fvib(T ) = kBT
∫ ∞

0
dω ln

[
2 sinh

(
h̄ω

2kBT

)]
g(ω). (4)

Here kB is the Boltzmann constant.
Results for the static lattice optimizations, the phonon anal-

yses, and the Helmholtz free-energy analysis for the Li3BO3

and Li3BN2 structures are given below, focusing first on the
monoclinic phases of both materials, known to have measur-
able ionic conductivity, and then on some of the other phases
of Li3BN2 that have been identified.

A. Structural analysis of Li3BO3

The literature on Li3BO3 reports a single crystal phase
initially reported by Stewner in 1971 [27] characterized by the
monoclinic structure P21/c (space group No. 14) [28] with
four formula units per conventional unit cell. In preparation
for further experimental studies, Li3BO3 was prepared at Ar-
gonne National Labs by mixing a 3:1 stoichiometric ratio of
LiOH monohydrate (Sigma Aldrich) with Boric acid (Sigma
Aldrich), respectively. The material was loaded into an alu-
mina crucible, calcined/annealed at 450 oC for 4 h, and finally
ground with a mortar and pestle. The powdered samples was
then pressed into a pellet (diameter: 0.5′′) at 15 MPa, loaded
into an alumina crucible, and annealed/sintered at 600 oC for
8 hours. The x-ray diffraction pattern of the resulting powder
agreed to high precision with the analysis of Stewner [27].

As shown in Fig. 1, the crystal structure of Li3BO3 is
constructed from isolated BO3 units formed into planes with
triangular symmetry with the Li ions arranged in the voids
of the framework. All contained sites have multiplicity and
Wyckoff label 4e. In each unit cell, the Li ions occupy three
distinct symmetry positions Li(1), Li(2), and Li(3) as indi-
cated in the structural diagram of Fig. 1 by three different
shades of blue. The atomic arrangement makes intuitive sense
that the large voids within the structure could facilitate Li ion
mobility. Table I summarizes the calculated lattice parameters
and fractional coordinates compared with the experimental
measurements [27]. The comparison presents a good agree-
ment between computational and experimental results, finding
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FIG. 1. Ball and stick visualization of Li3BO3 in the monoclinic
P21/c (No. 14) structure with Li, B, and O represented by blue,
black, and red balls, respectively. Three shades of blue are used to
indicate the three inequivalent Li sites in this structure.

differences in the lattice parameters of less than 0.05 Å, for
example.

To analyze the vibrational modes of Li3BO3, it is efficient
to use the primitive unit cell and to use the ABINIT code
for evaluating the density-functional perturbation theory, the
dynamical matrix, and finding the normal modes. For the
primitive cell of Li3BO3, there are 28 atoms per unit cell
and 84 vibrational modes which can be decomposed into
irreducible representations according to group theory analysis
[28]: 21 Ag + 21 Au + 21 Bg + 21 Bu, comprising three
zero-frequency acoustic modes Au + 2 Bu, infrared active
optic modes 20 Au + 19 Bu, and Raman active optic modes
21 Ag + 21 Bg. The phonon band structure along with the
corresponding projected density of states for Li3BO3 are pre-
sented in Fig. 2. The low-frequency region less than 650 cm−1

involves significant motions of the Li ions while the high
phonon modes above 650 cm−1 are attributed to primarily
BO3 motions with the maximum frequency up to 1379 cm−1.
The observed flat modes at around 910 cm−1 are characteristic
of the internal stretching motion of BO3 units with almost
stationary B ions. All real frequencies throughout the vibra-

TABLE I. Lattice parameters of Li3BO3 in the P21/c (No. 14)
structure. The column labeled Wyck lists the conventional cell mul-
tiplicity and Wyckoff labels, comparing the present paper (cal) with
the experimental analysis of Stewner [27] (exp).

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg)

Li3BO3 (cal) 3.24 9.16 8.28 90.00 100.98 90.00
Li3BO3 (exp) 3.27 9.18 8.32 90.00 101.05 90.00

Fractional coordinates (x, y, z)

Atom Wyck Li3BO3 (cal) Li3BO3 (exp)
Li(1) 4 e (0.493, 0.233, 0.018) (0.493, 0.233, 0.018)
Li(2) 4 e (0.276, 0.477, 0.113) (0.271, 0.477, 0.113)
Li(3) 4 e (−0.091, 0.423, 0.368) (−0.093, 0.429, 0.367)
B 4 e (0.198, 0.186, 0.255) (0.198, 0.186, 0.254)
O(1) 4 e (0.028, 0.137, 0.099) (0.026, 0.139, 0.100)
O(2) 4 e (0.227, 0.093, 0.389) (0.225, 0.094, 0.386)
O(3) 4 e (0.366, 0.327, 0.279) (0.361, 0.325, 0.278)

FIG. 2. Phonon dispersion curves and the corresponding pro-
jected density states for Li3BO3 in the P21/c (No. 14) structure.
The Brillouin zone diagram for this structure was reproduced from
Hinuma et al. in Ref. [29] with permission from the publisher.

tional range suggest that crystalline Li3BO3 is dynamically
stable.

B. Structural analysis of Li3BN2

The literature reports at least three crystalline phases for
Li3BN2. Yamane et al. [30] carefully analyzed the low temper-
ature α and higher temperature β forms, finding the transition
temperature to be approximately 1135 K and the melting tem-
perature of the β form to be approximately 1189 K. The high
temperature β form could be quenched to room temperature.
The α form was initially characterized with the space group
P42212 (space group No. 94) [28], which was later found to
be equivalent to the higher symmetry P42/mnm structure [31]
(space group No. 136) [28]. The β form was characterized
with the monoclinic P21/c (space group No. 14) [28]. A dis-
tinct tetragonal (γ ) phase of Li3BN2 was found by Pinkerton
and Herbst [32] with the symmetry I41/amd (space group No.
141) [28], obtained by removing hydrogen from fine powders
containing LiNH2 and LiBH4. Since the γ phase is synthe-
sized at relative low temperature T ≈ 2500 ◦C, it is not clear
how it fits into the overall phase diagram of Li3BN2. Each of

FIG. 3. Ball and stick visualization of a conventional unit cell
of β-Li3BN2 having P21/c (space group No. 14). Li, B, and N
ions are represented by three shades of blue, black, and gray balls,
respectively.
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TABLE II. Summary of lattice parameters for Li3BN2 in the P21/c (β form, No. 14), comparing computational (cal) results with
experimental measurements (exp).

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg)

P21/c (cal) 5.11 7.00 6.71 90.00 113.08 90.00
P21/c (exp [30]) 5.15 7.08 6.79 90.00 112.96 90.00

Fractional coordinates (x, y, z)

Atom Wyck P21/c (cal) P21/c (exp [30])
Li(1) 4 e (0.249, 0.481, 0.498) (0.250, 0.485, 0.498)
Li(2) 4 e (0.250, 0.012, 0.375) (0.252, 0.012, 0.375)
Li(3) 4 e (0.741, 0.208, 0.314) (0.744, 0.207, 0.314)
B 4 e (0.215, 0.320, 0.176) (0.215, 0.320, 0.176)
N(1) 4 e (0.437, 0.439, 0.219) (0.434, 0.437, 0.219)
N(2) 4 e (0.991, 0.203, 0.135) (0.994, 0.205, 0.135)

Ang(N(1)-B-N(2)) (deg) 180.00 180.00
d(N-B) (Å) 1.342 1.339

the three characterized phases of Li3BN2 is composed of Li
ions arranged among linear or nearly linear (BN2)3− units.

1. Structural analysis of β-Li3BN2

While β-Li3BN2 has the same space group as Li3BO3, its
structure looks quite distinct. Figure 3 shows the ball and stick
drawing of the ideal β-Li3BN2 crystal, which has four formula
units in the conventional monoclinic unit cell.

Here we see that the structure is characterized by linear
N–B–N units aligned approximately in ab planes and spaced
along the c axis. The Li ions are located in the empty cavities
between (BN2)3− units, with three inequivalent types [Li(1),
Li(2), and Li(3)] all having the multiplicity and Wyckoff la-
bel 4e. From the viewpoint shown in Fig. 3, it is seen that
type Li(3) ions are approximately in the same planes as the
(BN2)3− units, while the Li(1) and Li(2) ions are arranged in
different planes along the c axis.

The results of the optimized static lattice calculation are
reported in Table II. Here we see the comparison with ex-
periments is reasonable with a discrepancy of approximately
0.08 Å or less in the lattice lengths and less than 0.004 in
fractional coordinates.

The phonon dispersion curves of β-Li3BN2 are presented
in Fig. 4. It is interesting to note that the frequencies of several
top modes, due to the vibration motions of B–O units, higher
by about 400 cm−1 than those of Li3BN2 in Fig. 2. The dia-
gram also shows nearly flat dispersion curves at around 1100
cm−1, reflecting the typical feature of the internal B–O stretch.
Furthermore, all frequencies are found to be positive, indicat-
ing that Li3BN2 in the β phase is dynamically stable. From
these results, we can then estimate the vibrational Helmholtz
free energy which will be discussed below.

2. Structural analysis of γ-Li3BN2

Figure 5 shows the ball and stick drawing of the ideal
γ -Li3BN2 crystal which has eight formula units in the con-
ventional tetragonal I41/amd unit cell. Here we see that the
structure consists of linear N–B–N units aligned along the a
or b axes with Li ions arranged between occupying 16g and
4e sites in the Wyckoff multiplicity and site label convention.

In this structure, it is found that the B–N–B angle is slightly
bent in the I41/amd structure.

The results of the optimized static lattice calculation are
reported in Table III. Here we find a relatively large discrep-
ancy of approximately 0.15 Å in the calculated and measured
length of the c lattice parameter while the a = b lattice param-
eters differ only by 0.04 Å.

The phonon bands calculated from the optimized primi-
tive unit cell of γ -Li3BN2 are presented in Fig. 6, with a
remarkably similar dispersion profile as seen in Fig. 4 for the
β form. Again in this case, we see that all frequencies are
found to be positive, indicating that the system is dynamically
stable. From these results, we can then estimate the vibrational
Helmholtz free energy which will be discussed below.

3. Structural analysis of α-Li3BN2 based on literature analysis

Figure 7 shows the ball and stick drawings of α-Li3BN2

in the reported P42/mnm (No. 136) [31] structure, which has
two formula units in the conventional tetragonal unit cell.
As illustrated in the figure, the structure is characterized by
linear N–B–N units aligned in the ab planes with alternating

FIG. 4. Phonon dispersion curves and the corresponding pro-
jected density states for Li3BN2 in the P21/c (β form) structure.
The Brillouin zone diagram for this structure was reproduced from
Hinuma et al. in Ref. [29] with permission from the publisher.
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TABLE III. Summary of lattice parameters for Li3BN2 in the I41/amd (γ form, No. 141), comparing computational results with
experimental measurements.

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg)

I41/amd (cal) 6.56 6.56 10.20 90.00 90.00 90.00
I41/amd (exp [32]) 6.60 6.60 10.35 90.00 90.00 90.00

Fractional coordinates (x, y, z)

Atom Wyck I41/amd (cal) I41/amd (exp [32])
Li(1) 8e (0.000, 0.000, 0.126) (0.000, 0.000, 0.120)
Li(2) 16g (0.275, 0.275, 0.000) (0.271, 0.271, 0.000)
B 8e (0.000, 0.000, 0.354) (0.000, 0.000, 0.353)
N 16h (0.000, 0.205, 0.349) (0.000, 0.209, 0.345)

Ang(N-B-N) (deg) 175.61 172.86
d(N-B) (Å) 1.347 1.382

directions along the c axis and by two crystallographically
distinct Li sites as indicated with two shades of blue balls.
The Li ion at Wyckoff site d and its four symmetry equivalents
are located between the layers of (BN2)3− units while the Li
ion at the b site and its two equivalents are located within the
(BN2)3− layers. The B atoms are in a bcc arrangement, each
is linearly bonded to two N’s with straight bond angles. In
addition, the orientation of N–B–N bonds in the corners are
parallel to each other and are orthogonal to those in the center
of the lattice.

The results of the optimized static lattice calculation are
reported in Table IV. Here we see the comparison with exper-
iments finds an underestimate of the a = b lattice parameter
of 0.01 Å and of the c lattice parameter of 0.11 Å.

The phonon dispersion curves are presented in Fig. 8. Here
we see that the phonon mode of the P42/mnm structure has
imaginary frequencies around M point along M → X, M →

, and M → A involving doubly degenerate modes, implying
instability of that structure. To check this result, we recalcu-
lated the analysis substituting the local density approximation
(LDA) [33] for the PBEsol [6] exchange-correlation form.
In our experience, the LDA exchange-correlation functional
generally models lattice vibrations in closer agreement with
the experiment. However, in this case, the same imaginary

FIG. 5. Ball and stick visualization of a conventional unit cell of
γ -Li3BN2 having the I41/amd space group No. 141). Li, B, and N
ions are represented by two shades of blue, black, and gray balls,
respectively.

modes were found, implying the structure is dynamically un-
stable and that further analysis is needed to identify the correct
structural form of α-Li3BN2.

4. Proposed corrected structure of α-Li3BN2 based on dynamic
stability in the harmonic phonon approximation

The analysis of imaginary frequency solutions of the dy-
namical equations involved with phonon modes has been
extensively discussed in the literature [10,34–37]. In the
simplest case, the eigenvectors of the imaginary modes indi-
cate lattice distortions associated with lower symmetry phase
transitions.

In the present case of the reported P42/mnm structure of
α-Li3BN2, the results of Fig. 8 suggest that eigenvectors of
the two degenerate imaginary modes at the M (0.5, 0.5, 0.0)
point in the Brillouin zone should be examined. As illustrated
in Fig. 9, which indicates with colored arrows the dominating
amplitudes of these two modes, the instability is mainly at-
tributed to the vibrations of b-type Li(2) ions along the c axis,
perpendicular to the direction of the wave vector q at the M
point.

Since these modes are associated with the M (0.5, 0.5,
0.0) point of the Brillouin zone of the P42/mnm structure,
this suggests that the corresponding lattice distortion can best

FIG. 6. Phonon dispersion curves and the corresponding pro-
jected density states for γ -Li3BN2 in the I41/amd structure. The
Brillouin zone diagram for this structure was reproduced from
Hinuma et al. in Ref. [29] with permission from the publisher.
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TABLE IV. Summary of lattice parameters for Li3BN2 in the P42/mnm (α form, No. 136), comparing computational results (cal) with
experimental measurements (exp).

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg)

P42/mnm (cal) 4.63 4.63 5.15 90.00 90.00 90.00
P42/mnm (exp [31]) 4.64 4.64 5.26 90.00 90.00 90.00

Fractional coordinates (x, y, z)

Atom Wyck P42/mnm (cal) P42/mnm (exp [31])
Li(1) 4d (0.000, 0.500, 0.250) (0.000, 0.500, 0.250)
Li(2) 2b (0.000, 0.000, 0.500) (0.000, 0.000, 0.500)
B 2a (0.000, 0.000, 0.000) (0.000, 0.000, 0.000)
N 4 f (0.206, 0.206, 0.000) (0.204, 0.204, 0.000)

Ang(N-B-N) (deg) 180.00 180.00
d(N-B) (Å) 1.346 1.339

be described in a supercell structure having lattice vectors
(as, bs, cs) along the M directions and related to the conven-
tional P42/mnm cell constants (ac, bc, cc) according to

as = acx̂ + bcŷ, bs = acx̂ − bcŷ, cs = ccẑ. (5)

Starting with the (as, bs, cs) supercell of this structure, we
calculated the static lattice parameters using several initial
displacements of the b-type Li ions along the ẑ direction
and the dominating displacements of the eigenvectors of the
imaginary modes shown in Fig. 9. The optimized structure is
characterized with the space group symmetry of orthorhombic
Pmmn (space group No. 59), a lower energy structure com-
pared to the P42/mnm structure based on which this structure
for α-Li3BN2 was derived. Fig. 10 compares the perfect su-
percell of the P42/mnm structure with the optimized Pmmn
structure while Table V lists the detailed comparison of the
structural parameters. It is apparent that the visualization of
the Pmmn structure is similar to that of the P42/mnm struc-
ture, except for some small differences in the arrangements of
Li ions. The Li sites with Wyckoff labels 4d in the supercell
of the P42/mnm structure have a one-to-one correspondence
with those at 8g sites in the Pmmn structure with very slight
deviations. At the same time, the Li sites with Wyckoff labels
2b for the P42/mnm structure map to the sites with Wyckoff
labels 2a and 2b in the Pmmn structure, respectively, with
small distortion mainly in the c direction. Additionally, the

FIG. 7. Ball and stick visualization of a conventional unit cell of
α-Li3BN2 having the P42/mnm (space group No. 136). Li, B, and
N ions are represented by two shades of blue, black, and grey balls,
respectively.

N–B–N bonds of the modified structure experience slight de-
formation, although the bond lengths remain unchanged, the
bond angles are not straight anymore, especially for those in
close proximity to the Li ions at the 2a sites. From Table V, we
see that the distortions relative to the literature structure are
very small, so it is understandable that the higher symmetry
structure has been reported in previous literature.

To examine the stability of this low-symmetry orthorhom-
bic phase, phonon analysis in the harmonic phonon approx-
imation was performed. Phonon dispersion curves along the
main symmetry directions and the projected phonon density
of states for Pmmn structure are displayed in Fig. 11. In
Table VI, we give the one-to-one mapping relation between
the high-symmetry q points in the tetragonal P42/mnm struc-
ture and those in the orthorhombic Pmmn structure. It is
notable that the M point which associates with the unstable
phonon modes of the P42/mnm structure is mapped onto
the 
 point, the center of the Brillouin zone, in the Pmmn
structure. Unlike the acoustic phonon instabilities exhibited at
the M point of the P42/mnm structure, from Fig. 11 we see
that the Pmmn structure is dynamically stable along various
high-symmetry lines throughout the Brillouin zone.

According to group theory (Ref. [28]), the zone-center
phonon modes of the α phase in the Pmmn structure are
classified into acoustic modes B1u + B2u + B3u and optic
modes including infrared active modes 10B1u + 9B3u + 9B3u

and Raman active modes 11Ag + 5B1g + 10B2g + 10B3g. The
irreducible representation of zone-center phonon modes of
the β phase is decomposed of acoustic modes Au + 2Bu, in-
frared active optic modes 17Au + 16Bu, and Raman active
optic modes 18Ag + 18Bg. For the case of γ -Li3BN2, the
symmetry-adapted phonon modes for 
 point decompose as
acoustic modes A2u + Eu, infrared active optic modes 5A2u +
9Eu, and Raman active optic modes 5A1g + 6B1g + 2B2g +
10Eg. Given this demonstration of the dynamical stability,
we propose that the correct structure of α-Li3BN2 must be
characterized by the Pmmn structure.

C. Comparison of the Helmholtz free energies
in the harmonic approximation

From the harmonic phonon results for the stable struc-
tures presented in Sec. III, the vibrational contributions to the
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FIG. 8. Phonon dispersion curves and the corresponding pro-
jected density states for Li3BN2 in the P42/mnm (α form) structure.
The Brillouin zone diagram for this structure was reproduced from
Hinuma et al. in Ref. [29] with permission from the publisher.

Helmholtz free energy as a function of temperature can be
calculated as shown in Fig. 12. This figure shows that, while
(understandably) Fvib(T ) for Li3BO3 is different from Fvib(T )
for Li3BN2, the curves for all three stable phases of Li3BN2

are nearly identical. According to our simulation results, it is
interesting to see that the three known structures of Li3BN2,
despite their different symmetries and arrangements of com-
ponent ions, have very similar static lattice USL energies with
a difference in the order of 10−3 eV per formula unit, which is
close to the expected numerical accuracy of the calculations.
Similarly, the phonon densities of states shown in Figs. 4,
6, and 11, while not identical, are also very similar, cover-
ing the same range of normal mode frequencies up to about
1800 cm−1. As we can see from these figures, the vibrational
amplitudes of the Li ions contribute to mode frequencies less
than 600 cm−1, while the vibrations of (BN2)3− ions spread
over the whole frequency range. In particular, the pure internal
stretching vibrations of (BN2)3− units results in flat dispersion
curves with frequencies of about 1100 cm−1 in each case.
This N-stretching mode is likely to be related to the Raman
active spectral feature reported by Somer for α-Li3BN2 at

FIG. 9. Ball and stick diagram of the P42/mnm structure of
Li3BN2, similar to Fig. 7. The up and down arrows indicate the
dominating amplitudes of the motions associated with the two eigen-
vectors of the imaginary phonon modes at the M point of the
Brillouin zone involving the Li(2) atoms at b sites. The green and
purple arrow colors are used to indicate separate site amplitudes for
the group of atoms.

FIG. 10. Ball and stick diagrams projected onto the bc plane for
(a) the supercell of the tetragonal P42/mnm structure as defined by
Eq. (5) and (b) the optimized orthorhombic Pmmn structure. The ball
conventions are the same as for Fig. 7 except that the three crystallo-
graphically distinct Li sites of the Pmmn structure are indicated with
three shades of blue balls.

1057 cm−1 [38]. As a result of these similar phonon dis-
tributions, the vibrational contribution to the Helmholtz free
energy [Eq. (4)] is nearly identical for the three phases. These
results are shown in Fig. 12, which plots Fvib(T ) for Li3BO3

and the α, β, and γ phases of Li3BN2. While the phonon
free-energy profile for Li3BO3 is distinct from that of Li3BN2,
the three phases of Li3BN2 are remarkably similar. This leads
to the conclusion that to explain the experimental observation
that the α phase is the low temperature phase, a higher level
of theory should be considered.

FIG. 11. Phonon dispersion curves along high symmetry direc-
tions of the Brillouin zone and the corresponding projected density
states for Li3BN2 in the Pmmn structure. The Brillouin zone diagram
for this structure was reproduced from Hinuma et al. in Ref. [29] with
permission from the publisher.
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TABLE V. Summary of lattice parameters for the Pmmn structure compared to the results on the P42/mnm structure in the supercell setting
defined in Eq. (5).

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg)

Pmmn (cal) 6.539 6.543 5.179 90.00 90.00 90.00
Super P42/mnm (cal) 6.559 6.559 5.146 90.00 90.00 90.00

Pmmn Super P42/mnm

Atom Wyck (x, y, z) Atom Wyck (x, y, z)
Li(1) 8g (0.239, 0.751, 0.250) Li(1) 4d (0.250, 0.750, 0.250)
Li(2) 2a (0.000, 0.000, 0.553) Li(2) 2b (0.000, 0.000, 0.500)
Li(3) 2b (0.500, 0.000, 0.046) Li(2) 2b (0.500, 0.000, 0.000)
B(1) 2a (0.000, 0.000, 0.004) B(1) 2a (0.000, 0.000, 0.000)
B(2) 2b (0.500, 0.000, 0.499) B(1) 2a (0.500, 0.000, 5.000)
N(1) 4 f (0.206, 0.000, −0.006) N(1) 4 f (0.205, 0.000, 0.000)
N(2) 4e (0.500, 0.795, 0.488) N(1) 4 f (0.500, 0.795, 0.500)

IV. CORRECTED STRUCTURAL ANALYSIS FOR α-Li3BN2

USING QUASIHARMONIC PHONON ANALYSIS

Having seen some shortcomings of the harmonic phonon
analysis discussed in Sec. III, we explored the possibility of a
more accurate treatment using the quasiharmonic approxima-
tion [10,39,40]. In the harmonic approximation, it is assumed
that the optimized static lattice internal energy USL well ap-
proximates the optimal lattice parameters of the system and
the vibrational Helmholtz free energy Fvib(T ) based on second
derivatives of USL with respect to atomic coordinates, evalu-
ated at those lattice parameters, well approximates the phonon
contributions to the free energy. However, this approach does
not account for temperature-dependent changes in the lattice
parameters which may be important for these systems. While
this more accurate treatment might be of interest for all the
materials of this paper, we focus our attention on α-Li3BN2 in
the proposed Pmmn structure. For this orthorhombic structure,
the lattice angles are all 90o so the temperature dependence
is considered for the three lattice lengths a, b, and c. The
quasiharmonic generalization of Eq. (3) is given by [40]

F QH(T, a, b, c) = USL(a, b, c) + Fvib(T, a, b, c), (6)

where the a, b, c arguments here are evaluated on a three-
dimensional grid of values. For each a, b, c grid point, the
static lattice internal energy USL(a, b, c) is calculated by
self-consistent density-functional optimization of the internal
atomic coordinates and its second derivatives with respect
to atomic coordinates are evaluated to evaluate the lattice
parameter-dependent phonon density of states g(ω, a, b, c)

TABLE VI. The mapping of the high-symmetry q points in
the P42/mnm structure onto the corresponding points in the Pmmn
structure.

P42/mnm Pmmn

A → Z (0.50, 0.50, 0.50) (0.00, 0.00, 0.50)

 → 
 (0.00, 0.00, 0.00) (0.00, 0.00, 0.00)
M → 
 (0.50, 0.50, 0.00) (0.00, 0.00, 0.00)
R → R (0.00, 0.50, 0.50) (0.50, 0.50, 0.50)
X → S (0.00, 0.50, 0.00) (0.50, 0.50, 0.00)
Z → Z (0.00, 0.00, 0.50) (0.00, 0.00, 0.50)

according to Eq. (1). Note that for this process to work,
it is necessary for the phonon frequencies to be real, for
each set of lattice parameters a, b, c as was found to be the
case for this Pmmn system. We also assume that for the
electronically insulating systems considered here, the static
lattice energy USL(a, b, c) is temperature independent. From
the phonon densities of states, the vibrational contributions to
the Helmholtz free energy Fvib(T, a, b, c) can also be deter-
mined at each temperature T according to Eq. (4).

In practice, the calculations start with the construction
of a three-dimensional 3 × 3 × 4 regular grid of the lattice
constants defined in a range of values near the equilibrium val-
ues calculated in the harmonic phonon approximation. These
are aH = 6.5393 Å, bH = 6.5433 Å, and cH = 5.1794 Å.
Consequently, the three-dimensional grid range was cho-
sen to be 6.4599 � a � 6.6187, 6.4639 � b � 6.6227 and
5.1000 � c � 5.3381 in Å units.

For each temperature T , Eq. (6) is directly evaluated
at the 3 × 3 × 4 grid points and by using cubic spline in-
terpolation [41], it is now possible to estimate the lattice
parameter-dependent Helmholtz free energy F QH(T, a, b, c)
as a continuous function of lattice parameters within the orig-
inal range of evaluated grid points. The physical Helmholtz

FIG. 12. Plots of Fvib(T ) [Eq. (4)] for Li3BO3 and Li3BN2 in the
α (as corrected in the Pmmn structure), β, and γ phases. The curves
for the three phases of Li3BN2 are superposed in the figure.
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FIG. 13. Lattice parameters a, b, and c in units of Å for α-Li3BN2

in the Pmmn structure. Full lines represent the temperature-
dependent results of the quasiharmonic approximation. The con-
strained quasiharmonic results are indicated with the full blue line
for a range of temperatures near 300 K. Dashed lines represent
the temperature-independent results of the harmonic approximation.
Experimental results presumed to be measured at room temperature
as reported in Ref. [30] and transformed to the Pmmn structure are
indicated with *.

free energy [F QH
min (T )] at temperature T is expected to be the

minimum value according to

F QH
min (T ) = min

(a,b,c)
F QH(T, a, b, c). (7)

The lattice parameters that optimize the right-hand side of
Eq. (7) determine the temperature-dependent lattice constants
a(T ), b(T ), and c(T ). These are shown in Fig. 13 in compar-
ison with the harmonic phonon values indicated with dashed
lines. The quasiharmonic analysis indicates that all three lat-
tice constants generally increase as the temperature increases.
The accumulated results are summarized in Table VII. Also
included in this table are results which we call constrained
quasiharmonic results in which, for temperatures near T =
300 K, the a and b lattice parameters are fixed at the exper-
imental values and F QH(T, a, b, c) is optimized with respect
over c.

Examining the quasiharmonic results a little more closely,
we noticed that F QH(T, a, b, c) has an extremely shallow
minimum as a function of the lattice parameters, particu-
larly at T = 300 K. Figure 14 illustrates contour diagrams
of F QH(T, a, b, cmin) and F QH(T, a, bmin, c) evaluated at T =
300 K. Interestingly, these plots show that the depth of the
shallow minimum of Helmholtz free energy, which includes

FIG. 14. Contour plots of (a) F QH(T = 300 K, a, b, cmin ) and
(b) F QH(T = 300 K, a, bmin, c) of α-Li3BN2 in the Pmmn structure.
Values of the Helmholtz free energy in units of eV/FU are repre-
sented in terms of the color chart shown beside each contour.

the range of the experimental lattice constants, is well within
the range of expected errors of the calculation due to physical
and numerical approximation of ±0.001 eV/FU. The numeri-
cal values �F QH(T = 300 K, a, b, c) referenced to F QH

min (T =
300 K) are listed in the last column of Table VII.

X-ray diffraction patterns from the numerical simulations
are shown in Fig. 15, together with the experimental data for
the P42/mnm structure [31] in the bottom panel. In practice,
the experimental curve was generated from the published
structural parameters using the same MERCURY software [23]
as used to visualize the calculated results. The calculated
pattern of the P42/mnm structure in the top panel was vi-
sually nearly identical to those of the Pmmn structure, but
slightly incongruent with the experimental observations in the
positions of the main peaks. The plots for the Pmmn structure
using the data obtained from the global and constrained min-
ima of quasiharmonic approximation at T = 300 K, however,

TABLE VII. Summary of calculated and experimental lattice parameters (in Å) for α-Li3BN3 in the Pmmn structure at room temperature
(300 K). Last column lists the corresponding value of F QH(a, b, c) referenced to the optimized value in eV/FU.

a b c �F QH (a, b, c)

Exp. (Ref. [30]) 6.5669 6.5669 5.2593 0.0007
Harmonic phonon approximation 6.5393 6.5433 5.1794 0.0008
QH approximation (unconstrained) 6.5844 6.5947 5.2416 0.0000
QH approximation (constrained)) 6.5669 6.5669 5.2566 0.0007
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FIG. 15. X-ray diffraction patterns of Li3BN2 in the P42/mnm
and the Pmmn structures approximated in the harmonic phonon
approximation (top two panels), in the Pmmn structure approximated
in the quasiharmonic approximation at T = 300 K (red and blue
curves), and experiment of Ref. [30]. The MERCURY software [23]
at an x-ray wavelength of λ = 1.54056 Å was used to generate all
the x-ray patterns.

agree very well with the experimental pattern. The results,
once again, demonstrate the rationality of the Pmmn struc-
ture as a representation for the distorted structure of the
P42/mnm structure. Furthermore, it shows that the quasihar-
monic correction improves the agreement between theory and
experiment.

Figure 16 summarizes the Helmholtz free energy as a
function of temperature for Li3BN2 in the α, β, and γ

structures within the harmonic phonon approximation (top
plots) together with quasiharmonic approximation results for
α-Li3BN2. Even in this smaller range, it is apparent that
within the harmonic phonon approximation, the Helmholtz
free energy of the Pmmn structure is indistinguishable from
those of the P21/c and I41/amd structures throughout the
explored temperature range. However, the quasiharmonic plot
for the Pmmn structure is below the other three, suggesting a

FIG. 16. Plot of Helmholtz free energy in eV/formula unit as a
function of T in Kelvin for Li3BN2. The results for the Pmmn α

(turquoise), β (purple), and the γ (blue) phases are obtained from
harmonic approximations, and the quasiharmonic analysis of Fmin(T )
for the Pmmn α phase are displayed in red curve and circles.

relatively stable structure with lower Helmholtz free energy. It
is worth mentioning that the red curve representing F QH

min (T ) is
defined by Eq. (7). However, the results shown as red circles
for various temperature T are obtained by directly calculat-
ing USL(a(T ), b(T ), c(T )) + Fvib(T, a(T ), b(T ), c(T )) using
the lattice parameters (a(T ), b(T ), c(T )) that gives F QH

min (T )
obtained from the interpolation analysis. The good agree-
ment between the data represented by the curve and the
points verifies the accuracy of the interpolation used in
these quasiharmonic calculations. Interestingly, because the
quasiharmonic optimizes the sum of static lattice energy
USL(a, b, c) and the vibrational free energy F QH

vib (T, a, b, c),
while the harmonic approximation only optimizes USL(a, b, c)
and calculates Fvib(T ) at those optimized lattice parameters,
the estimated free energies may differ at all temperatures,
as seen in Fig. 16. To properly model the phase stability of
Li3BN2, it would be necessary to perform a more extensive
quasiharmonic treatment of the α phase (considering a wider
range of lattice parameters) and also consider similar treat-
ments of the β and γ phases. While such compute intensive
simulations are certainly manageable, they were considered
beyond the scope of the present paper.

V. ANALYSIS OF POSSIBLE CHEMICAL
DECOMPOSITION REACTION FOR MONOCLINIC

FORMS OF Li3BO3 and β-Li3BN2

Since the monoclinic forms of Li3BO3 and Li3BN2 are of
greatest practical interest as electrolyte or coating materials,
we focus attention on those phases. To evaluate the chemical
stabilities of Li3BO3 and β-Li3BN2, we estimated the decom-
position energy relative to a range of likely products. The
stability of a target material or its possible interaction with a
second material is estimated from the difference in Helmholtz
free energies �F of predicted reactions between the reactants
R and the products P. Specifically, the reaction energy is given
by

�F =
∑

i

F P
i −

∑
j

F R
j . (8)

The energy of each material in the reaction is a sum of the
static energies of the optimized structures and the phonon con-
tributions according to the harmonic phonon approximation
[Eq. (3)]. We used this approach to study both decomposition
of the materials themselves, and also their reactivity with Li
meta.

The results for decomposition are summarized in
Table VIII. For each predicted decomposition reaction, the
energy difference �F , calculated according to Eq. (8), in-
cludes contributions from both the static lattice energy and the
phonon free energy of each material. Since the temperature-
dependent electronic excitation of metallic Li is trivial, the
contribution was not counted. It is worth mentioning for both
materials, the energy from vibrational contribution is quite
small compared to the static lattice part, indicating that the
static lattice energy plays a dominant role in determining
the stabilities. The positive �F of these proposed pathways
suggests endothermic reactions, meaning the left-side reac-
tants need to absorb energy to achieve the decomposition.
While this is not an exhaustive study, it does provide some
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TABLE VIII. Computed energy differences for reactions indi-
cated by the first column. All energies are given in eV units and the
phonon vibrational energy Fvib is evaluated at T = 300 K.

Crystal Reaction: R → P �USL �Fvib �F

Li3BO3 Li3BO3 → LiBO2
a+Li2Ob 0.55 0.06 0.61

Li3BO3 → 3
2 Li2O + 1

2 B2O3
c 1.40 0.07 1.47

Li3BO3 → 1
3 LiB3O5

d+ 4
3 Li2O 1.12 0.04 1.16

β-Li3BN2 β-Li3BN2 → Li3Ne+BNf 0.85 0.09 0.94
β-Li3BN2 → 7

3 Lig + Bh + 2
3 LiN3

i 4.69 −0.07 4.62

aTetragonal (γ -LiBO2) with Space Group I − 42d (No. 122); from
Ref. [42].
bCubic with Space Group Fm3̄m (No. 225); from Ref. [43].
cOrthorhombic with Space Group Cmc21 (No. 36); from Ref. [44].
dOrthorhombic with Space Group Pna21 (No. 33); from Ref. [45].
eHexagonal with Space Group P6/mmm (No. 191); from Ref. [46].
fCubic with Space Group Fm3̄m (No. 225).
gCubic with Space Group Im3̄m (No. 229).
hRhombohedral with Space Group R3̄m (No. 166); from Ref. [47].
iMonoclinic with Space Group C2/m (No. 12); from Ref. [48].

confidence for stating that the Li3BO3 and β-Li3BN2 are
chemically stable at room temperature.

In anticipation of the use of Li3BO3 and β-Li3BN2 as
coating materials or electrolytes in batteries with metallic Li
anodes, we also examined some possible reactions between
the electrolyte materials and metallic Li as the results summa-
rized in Table IX. The positive reaction energy �F , calculated
using Eq. (8) for each predicted reaction, indicates that the
interactions with metallic Li are stable at equilibrium at 300 K.

VI. MODELS OF IDEALIZED INTERFACES
OF MONOCLINIC FORMS OF Li3BO3 AND β-Li3BN2

WITH LAYERS OF LI ANODE MATERIAL

A. Interface configurations and energetics

To model the possible use of Li3BO3 and β-Li3BN2 for
battery applications with pure Li metal anodes, we performed
some simulations of model interfaces, using an approach sim-
ilar to that of Lepley and Holzwarth [49] and references cited
therein.

Modeling interfaces between the electrolyte and elec-
trode starts with identifying the plausible cleavage plane for
constructing a surface. For a supercell in a slab geometry
including vacuum, it is convenient to evaluate the extra energy
needed for surface formation according to

γs = Eslab − nEbulk.

2As
(9)

TABLE X. Surface energies for several likely surface cleavage
planes of Li3BO3 (LBO) and β-Li3BN2 (LBN) electrolytes [γs in
units of (eV/Å2)].

Plane γs(LBO) γs(LBN)

[100] 0.048 0.243
[010] 0.057 0.076
[001] 0.051 0.042

Here Eslab denotes the total energy of the slab configuration
containing n formula units of the bulk electrolyte exposed in
a vacuum region. Ebulk denotes the total energy per formula
unit of the bulk electrolyte. 2As accounts for two surface plane
areas in the periodic simulation cell. Generally, Eslab achieves
convergence when the length of vacuum norm to the surface
is comparable to the lattice constant of the bulk material in the
same direction.

The interface properties between two materials can be
quantitively measured using the interface energy. For an in-
terface slab made up from the electrolyte material a and the
electrode material b, the interface energy γab is defined by the
equation [49]

γab(, nb) = E (, Ai, na, nb) − naEa − nbEb

2Ai
, (10)

where Ai represents the interface contact area, na and nb de-
note the number of formula units of materials a and b, whose
bulk energies per formula unit are Ea and Eb, respectively.
E (, A, na, nb) is the total electronic energy of the optimized
interface configuration . The calculations of γab() with
respect to the number of metallic Li ions, in turn, result in
a linear equation of the form

γab(, nb) = γ lim
ab () − σinb. (11)

Here the slope of the best-fitting line σi denotes the interface
strain factor which characterizes the strain energy associated
with holding the electrolyte and electrode materials together.
The intercept value of γ lim

ab () can be used to reference the
energy of a coherent interface formed by two perfect compat-
ibility lattice planes with zero strain.

For understanding the interface properties, we simulated
the idealized interfaces between the electrolytes in contact
with pure lithium metal, Li3BO3/Li and β-Li3BN2/Li, using
a periodic arrangement of electrolytes and metallic slabs.

Using Eq. (9), the surface energies for several selected
cleavage planes of the Li3BO3 and β-Li3BN2 were calculated
as the results listed in Table X. For Li3BO3, the [100] and
[001] vacuum cleavages were found to have relatively lower

TABLE IX. Some predicted reactions for interfaces Li3BO3/Li and Li3BN2/Li. The Li metal is assumed to have the optimized bcc [space
group Im3̄m (No. 229)] structure.

Crystal Reaction: R → P �USL �Fvib �F

Li3BO3 Li3BO3 + 3
4 Li → 3

4 LiBO2 + 1
4 B + 3

2 Li2O 0.19 0.07 0.26
Li3BO3 + Li → 2Li2O + 1

3 B + 1
3 B2O3 0.64 0.08 0.72

β-Li3BN2 β-Li3BN2 + 3Li → 2Li3N+B 1.91 0.06 1.97
β-Li3BN2 + 3

2 Li → 3
2 Li3N + 1

2 B + 1
2 BN 1.38 0.07 1.45
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FIG. 17. Ball and stick diagrams of optimized interface struc-
tures between (a) 3 × 1 × 1 supercell of Li3BO3 and Li slab in [100]
direction, viewed in a projection onto the ac plane, and (b) 2 × 1 × 2
supercell of Li3BO3 and Li slab in [001] direction viewed in a
projection onto the bc plane. Both configurations contain 24 Li ions
in the electrode. The Li, B, and O sites are represented with blue,
black, and red balls, respectively. (c) Plot of interface energy γab as a
function of the number of Li ions in Li metal.

surface energy while, for β-Li3BN2, it shows that the energeti-
cally most favorable surface is the [001] cleavage with surface
energy of 0.042 eV/Å2.

As illustrated in Fig. 17, two possible ideal models of the
interface between the electrolyte Li3BO3 and the Li anode
material are investigated. The corresponding example con-
figurations are constructed from the optimized structure of
multiple pure metallic Li layers placed on the [100] and [001]
surfaces of a Li3BO3 slab, respectively. In both cases, the Li

FIG. 18. (a) Ball and stick diagrams of optimized interface struc-
tures between 2 × 1 × 1 supercell of β-Li3BN2 and 24 metallic Li
ions in [001] direction, viewed in a projection of the ac plane. The
Li, B, and N sites are represented with blue, black, and gray balls,
respectively. (b) Plot of interface energy γab as a function of the
number of Li ions in Li metal.

atoms in the metal, retaining a comparable density of fcc Li,
are relaxed to a pattern dissimilar to any phase of bulk Li.

Figure 18(a) shows one ideal β-Li3BN2/Li interface con-
figuration in the [001] direction. The metallic Li ions, initially
in fcc crystalline layout, relaxed to a pattern resembling that
of Li ions in the bulk β-Li3BN2, presenting remarkable con-
tinuity across the interface plane. In addition, the clear-cut
distinction between β-Li3BN2 and Li metal indicates the sta-
bility of the possible interface structure.

The interface energies are analyzed based on the model
with a fixed number of atoms in the electrolyte and varying
numbers of Li atoms contained in metallic slabs. In practice,
only the lattice constant in the direction perpendicular to the
interface of the trial structures is allowed to change. By car-
rying out such constrained calculations, the optimized lattice
constants and the minimum energy of the simulation slab are
determined. Figures 17(c) and 18(b) display the optimized
total energy of the supercell as a function of the number of
metallic Li atoms for Li3BO3 and β-Li3BN2, respectively,
with the results listed in Table XI. In the case of Li3BO3, the
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TABLE XI. Summary of the calculated values of γ lim
ab in units

of meV/Å2 and the strain energies σi in units of meV/Å2/Li for
interface configurations indicated by the first column.

Configuration γ lim
ab σi Visualization

LBO[100]/Li 26.13 19.00 Fig. 17(a)
LBO[001]/Li 32.26 46.33 Fig. 17(b)
LBN[001]/Li 27.28 0.11 Fig. 18(a)

extrapolated interface energy of the electrolyte γ lim
ab for the in-

terface normal to [100] is 26.13 meV/Å2, and the strain factor
σi of the metallic Li in particular configuration, obtained from
the slope of the linear fitting line, is 19.00 meV/Å2/Li while
for the interface normal to [001], the extrapolated interface
energy is γ lim

ab = 32.26 meV/Å2 and the strain factor σi is up
to 46.33 meV/Å2/Li. It seems that the interface configuration
along the a axis is more viable. In the case of β-Li3BN2, the
interface energy γ lim

ab = 27.28 meV/Å2 at the [001] orientation
is comparable to those of Li3BO3, however, the lattice strain
factor at the interface is as low as 0.11 meV/Å2/Li, suggest-
ing it is relatively easy to bring the two material systems into
alignment.

B. Electronic density of states analysis

To gain insight into the electronic structures of the plau-
sible Li3BO3/Li and β-Li3BO3/Li interfaces, it is helpful
to analyze the partial densities of states Na(E ) which we
evaluated according to Eq. (2) in Ref. [50]. Na(E ) evalu-
ates the weighted electronic density of states using a weight
factor defined by the charge within the augmentation sphere
surrounding the specified atomic type and averaged for all
spheres of that type. In this paper, the augmentation radii are
rLi

c = 1.6, rB
c = 1.4, rO

c = 1.2, and rN
c = 1.2 in units of Bohr.

The results are shown in Figs. 19(a) and 19(b), each with
separate Na(E ) contributions for the three forms of Li, the
interface, and the interior of electrolyte regions.

The Fermi level, due to the placement of the metallic Li
layers, is found to be below the unoccupied conduction bands
of the electrolytes with values of 3.64 eV and 2.71 eV for
Li3BO3/Li and β-Li3BN2/Li, respectively. It is observed that
for each material, the interface and bulk electrolyte have quite
similar partial density of states profiles, suggesting the states
are relatively consistent during the transition from the bulk
electrolyte to the interface geometry in contact with Li metal.

VII. SUMMARY AND CONCLUSIONS

In summary, we have studied the structural and inter-
face properties for the crystal structures of Li3BO3 and
Li3BN2 using first-principles simulation techniques. Li3BO3

and Li3BN2 were comparatively investigated in this paper
for the reason that they have some structural similarities and
also in preparation for their expected future development for
battery technology. While Li3BO3 crystallizes in the mono-
clinic P21/c structures, Li3BN2 has three reported structures
P42/mnm (α form), P21/c (β form), and I41/amd (γ form),
respectively, in the experiment. Generally, our structural op-
timizations are in good agreement with the experimental

FIG. 19. Plots of partial densities of states, in units of states
(approximate charge) within the augmentation sphere per eV, for
(a) Li3BO3 corresponding to configuration shown in Figs. 17(a) and
(b) β-Li3BN2 corresponding to configuration shown in Fig. 18(a).
The zero of energy for each subplot was adjusted to the top of the
filled valence band.

measurement. However, the phonon analysis shows that the
reported α phase of Li3BN2 in the tetragonal symmetry is
dynamically unstable due to the imaginary phonon modes at
M point. The correct α phase is found to have the Pmmn or-
thorhombic structure containing twice formula units as many
as the tetragonal unit cell. The excellent agreement between
the x-ray diffraction results of the quasiharmonic approxi-
mation on the orthorhombic structure and the experimental
pattern provide further evidence of the Pmmn structure of
α-Li3BN2.

Results find the calculated structures of Li3BO3 and
β-Li3BN2 to be stable with respect to the possible decom-
position reactions summarized in Table VIII. Since the three
crystalline forms of Li3BN2 are equivalently favorable in
terms of harmonic Helmholtz free energy, it is expected that
the stability results on β-Li3BN2 are also tenable for the γ

and α phases of Li3BN2. In addition, we have evaluated the
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phase stability of the possible interface geometries between
the metallic Li anode and the relatively high ionic conducting
electrolytes: Li3BO3 and β-Li3BN2. On one hand, the quan-
titative results suggest that both Li3BO3/Li and β-Li3BN2/Li
interfaces are thermodynamically stable considering the en-
dothermic reactions as listed in Table IX. On the other hand,
the direct modeling of the supercell in the presence of metallic
Li ions allows us to visualize the physical and chemical sta-
bilities of the interfaces in Figs. 17 and 18(a). For Li3BO3/Li,
the interface configuration along [100] is more probable than
that along [001] because of the smaller γ lim

ab associated with
the effects of lattice strain. For β-Li3BN2/Li, the trivial γ lim

ab
of the (001) plane indicates a more likely realized interface
for this system.

The simulated results for the Li3BO3/Li and β-Li3BN2/Li
interfaces found in Sec. VI and the estimated chemical sta-
bility of Li3BO3 and β-Li3BN2 with Li metal summarized
in Table IX encourage the development of these electrolytes
as interfaces with Li anodes. The results are somewhat remi-
niscent of earlier studies on LiPON related materials [49,51]
which provided insight into the demonstrated viability [52] of

this pioneering solid electrolyte for developing all solid-state
batteries. In fact, several simulations [49,51,53] suggest that
LiPON is chemically reactive with Li metal, tending to form
Li2O, Li3P, and LiPN2. A recent in situ electron microscopic
study of a LiPON/Li interface showed [54] that an effective
passivating layer tends to form in this system, providing the
observed stability with Li anodes. The results of Table IX
showing that Li3BO3 and β-Li3BN2 are unreactive with Li
suggest that these boron materials may form stable interfaces
with Li anodes without the need for a passivating layer.
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Lithium boracite crystals have been identified as promising ion conductors for possible use in all-
solid-state batteries. With the help of first principles modeling techniques, we are able to show that
these materials have structures with natural interstitial sites which play important roles in Li ion
migration processes. The arrangements of these natural interstitial sites follow from group theory
analyses of the computed and experimentally analyzed structures. Specifically, the low temperature
α phase of Li4B7O12Cl is computed to have the face centered rhombohedral R3c structure which is
closely related to an ideal face centered cubic F 4̄3c structure with 24 natural interstitial sites per
conventional unit cell. Li ion diffusion in this material is found to proceed largely by a concerted
motion involving these interstitial sites and two neighboring host lattice sites, consistent with the
large measured ionic conductivity of this material. Adding one addition Li2O cluster per formula
unit to Li4B7O12Cl forms Li5B7O12.5Cl which crystallizes in the face centered cubic F23 structure,
a subgroup of the F 4̄3c structure. While these F23 crystals have 16 natural interstitial sites per
conventional unit cell, their distribution is such that they do not participate in Li ion diffusion mech-
anisms, as is consistent with the negligible ionic conductivity measured for this material. Phonon
spectral analysis of Li4B7O12Cl in its R3c structure and Li5B7O12.5Cl in its F32 structure show that
both crystals are dynamically stable. Chemical stability of these materials is indicated by convex
hull analysis of Li4B7O12Cl and Li5B7O12.5Cl with respect to their building blocks of LiCl, Li2O,
and B2O3.

I. INTRODUCTION

Recent literature has identified lithium boracites as
promising ion conducting electrolytes for possible use
in all-solid-state batteries. These materials are related
to the naturally occurring magnesium borate mineral,
Mg3B7O13Cl, which is characterized by a rigid frame-
work of B-O bonds composed of triangular BO3 and
tetrahedral BO4 units, together with a regular void struc-
ture. The magnesium borate mineral has been found in
several crystalline forms including a face centered cubic
structure (F 4̄3c; space group [1] #219) determined in
1973 from a single crystal specimen by Sueno and co-
workers [2].

Lithium boracite was developed and characterized in
the 1970’s by a number of authors including Levasseur
and co-workers [3–6] and Jeitschko and co-workers [7, 8].
This work established that Li4B7O12Cl has the same bo-
rate framework and void structure of the boracite min-
erals and showed that the Li ions are associated with
the void channels of the structure which serve to facili-
tate their mobility. More recent work [9–12] has devel-
oped efficient synthesis methods. For example, using the
so-called low-temperature ionothermal synthesis method,
Tan and co-workers [12] were able to improve the degree
of purity of samples of Li4B7O12Cl, resulting in the en-
hancement of the Li ion mobilities with measured room-
temperature ionic conductivity up to 3 × 10−4 S/cm.
Their work also found that Li4B7O12Cl presents a wide
voltage stability window and, more generally, exhibits
promising performance with Li metal electrodes. Other
recent work has studied improved ionic conductivity due
to alloying on the halogen site [8, 13] and on the boron
site [14, 15]. On the other hand, the addition of Li2O to

Li4B7O12Cl with the end composition of Li5B7O12.5Cl
was studied by several authors [6, 16, 17] who showed
that the additional Li2O systematically reduces the ionic
conductivity by several orders of magnitude. Extrapo-
lating the measured ionic conductivity data [6] to room
temperature estimates the room temperature conductiv-
ity of Li5B7O12.5Cl to be smaller than 10−10 S/cm.

In order to improve the promising electrolyte proper-
ties of lithium boracites, it is useful to examine the de-
tailed crystal structures and to study mechanisms of ionic
conductivity. With the help of first principles modeling
techniques, we are able to show that lithium boracites
are beautiful examples of structures with natural inter-
stitial sites which play important roles in Li ion migration
processes. In this case, the natural interstitial structure
follows from group theory analysis of the ideal ground
state structure and related structures.

This paper focuses on a detailed comparison of the
lithium boracites Li4B7O12Cl and Li5B7O12.5Cl. The
general calculation methods are briefly described in Sec.
II. Section III presents the results of the optimized struc-
tures of the idealized crystals, including identifying the
optimized structure of α-Li4B7O12Cl and showing how
it is related to the ideal cubic F 4̄3c structure and a
plausible model for β-Li4B7O12Cl. The optimization of
the Li5B7O12.5Cl structure, and comparison with the α-
Li4B7O12Cl structure helps explain the decrease in ionic
conductivity, following the work of Vlasse and co-workers
[16]. The phonon analysis of the ground state structures
of Li4B7O12Cl and Li5B7O12.5Cl show that both struc-
tures are dynamically stable as discussed in Sec. IV. In
Sec. V, we examined the relative stability of the two
materials with respect to their possible decompositions.
Section VI examines the Li ion migration mechanisms
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for the supercells of bulk materials using both trajec-
tory analysis and molecular dynamics simulations. The
molecular dynamics results approximately follow exper-
imental conductivity measurements. The results of this
study are discussed and summarized in Sec. VII.

II. COMPUTATIONAL METHODS

The computational methods were based on density
functional theory (DFT) [18, 19] and density functional
perturbation theory (DFPT) [20–24], using the projec-
tor augmented wave (PAW) [25] formalism. The mod-
ified generalized gradient formulation known as PBEsol
[26] was used to treat the exchange and correlation ef-
fects. The PAW basis and projector functions for Li, B,
O, and Cl were generated by the ATOMPAW code [27].
Simulations for the primitive and conventional models
of the studied crystals were carried out using ABINIT
[28, 29] and QUANTUM ESPRESSO packages [30, 31].
To be specific, the lattice optimization and phonon cal-
culations based on primitive unit cells were performed
using ABINIT package with planewave expansions of the
wavefunctions including |k + G|2 ≤ 70 Bohr−2 and with
a k-point sampling of 4× 4× 4 to approximate the Bril-
louin zone integrals. The phonon modes were evaluated
with |k + G|2 ≤ 50 Bohr−2 on a regular 4× 4× 4 grid of
q-vectors in the irreducible Brillouin zone of each crys-
tal. Investigations of Li ions migration were evaluated
by using the QUANTUM ESPRESSO package, using
eight-formula unit conventional cells for both Li4B7O12Cl
and Li5B7O12.5Cl. For these large systems, the Brillouin
zone integrals could be well approximated by sampling
the single k = 0 point. To achieve well-converged wave
functions, the planewave expansions were chosen to be
|k+G|2 ≤ 64 Bohr−2. Structural visualizations were con-
structed using the XCrySDEN [32] and VESTA [33] soft-
ware packages. The program FINDSYM [34] was used in
analyzing symmetry properties of the optimized crystal
structures.

III. CRYSTAL STRUCTURES

A. Li4B7O12Cl

In 1977, Jeitschko and co-workers [8] carried out single
crystal analyses of the crystalline phases of Li4B7O12Cl,
finding three distinct phases, designated as α, β, and
γ. The high temperature γ phase, stable at temperature
T > 348 K, is fully characterized with the face centered
cubic space group [1] F 4̄3c (No. 219) with temperature
dependent partial occupancies of Li sites. The β phase
is stable within the temperature range 348 > T > 310 K
while the α phase is stable at temperatures below 310 K.
From the discontinuities of the ionic conductivity plots at
the transition temperatures, one expects that latent heat
is associated with each of these transitions, consistent

FIG. 1: Ball and stick diagram of conventional cell of
Li4B7O12Cl in the F 4̄3c structure as analyzed from
single crystal samples at room temperature [8]. Ball

colors of blue, black, red, and green indicate Li, B, O,
and Cl ions, respectively. The polyhedral constructions

illustrate the BO4 tetrahedra and BO3 planar
structures. The shading of two distinct Li sites

indicates their fractional occupancy.

with the first order transition designation. Jeitschko and
co-workers [8] provided some information on the struc-
tures of the β and α phases, but the detailed analysis
was not possible at the time. It was suggested that
the α structure has a rhombohedrally distorted lattice
with space group R3 (No. 146) with lattice constant a
= 12.141 Å and rhombohedral angle α = 90.083 deg.
The β structure was suggested to have the cubic space
group symmetry of P 4̄3n (No. 218) with lattice constant
a = 12.161 Å. Additionally, Jeitschko and co-workers [8]
were able to perform a constrained analysis of the X-ray
patterns of the α and β phases by assuming the face cen-
tered cubic structure F 4̄3c. This scheme finds differing
Li ion occupancies on the sites, as labeled by their con-
ventional cell multiplicity and Wyckoff letter, 24c and
32e. While these correlations provide guidance to the
structural analysis, they do not tell the full story of the
low temperature structures. A visualization of the F 4̄3c
structure based on the analysis of Ref. 8 is shown in
Fig. 1. This visualization presents the geometry of the
B7O12 framework in terms of connected BO4 tetrahedra
and BO3 planar triangles. It is interesting to note that
while all of the O ion sites are geometrically equivalent
corresponding to the multiplicity and Wyckoff letter 96h,
there are two types of B ion sites. The tetrahedral B ion
sites correspond to the label 24d while the triangular B
ion sites correspond to 32e. These triangular B ion sites
are geometrically and symmetrically related to fraction-
ally occupied Li ion sites having the same 32e label.

Using computation, we are in a position to examine the
likely ground state structure, the α structure, which has
not yet been analyzed from the experiment data. Start-
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FIG. 2: The relative static lattice energy per formula
unit for the 28 optimized configurations of Li4B7O12Cl

in the primitive lattice setting.

ing from the available data [8] of the ideal F 4̄3c model
and assuming 1/4th occupancy of the 32e sites, we sys-
tematically computed the total energies of the 28 unique
configurations of the primitive cell. Figure 2 shows the
relative static lattice energy per formula unit for each op-
timized atomic arrangement with an index ranging from
#1 to #28. The results indicate that all the relaxed
configurations are energetically divided into three dis-
tinct groups. While both the two high energy groups are
found to have the space group P1, the four lowest energy
configurations #3, #11, #15, and #28 are identified as
having rhombohedral lattice with space group R3c (No.
161). Those four symmetrically equivalent structures are
ordered with fully occupied Li sites. From these results,
it seems likely that the ideal ground state form of α-
Li4B7O12Cl is characterized by the R3c space group in
a face centered structure. This result is similar but not
identical to the single crystal analysis of Jeitschko and co-
workers [8]. Specifically, the R3c structure differs from
the R3 structure suggested by the experimental work [8]
by having three additional symmetry operations.

Rhombohedral structures appear to be the least com-
monly realized structures in nature. Interestingly, for a
face centered structure with the R3c space group, the
R3c space group symmetry applies to both the primitive
and conventional cell structures. Generally, a rhombohe-
dral crystal has three lattice vectors of equal length and
equal angles between each pair of lattice vectors. For
the conventional unit cell setting we denote the lattice
vector length ac and the angle between lattice vectors as
θc. The cubic structure is a special case with θc = 90
deg. More generally, a convenient representation of the
conventional lattice vectors of a rhombohedral structure
similar to that used in the QUANTUM ESPRESSO code
[30, 31] is given by

ac = ac (x̂(λc + 2µc) + ŷ(λc − µc) + ẑ(λc − µc))

bc = ac (x̂(λc − µc) + ŷ(λc + 2µc) + ẑ(λc − µc))

cc = ac (x̂(λc − µc) + ŷ(λc − µc) + ẑ(λc + 2µc))

(1)

Here

λc ≡
√

1 + 2 cos θc
3

and µc ≡
√

1− cos θc
3

. (2)

The primitive cell for our face centered rhombohedral
lattice is given by

ap =
1

2
(ac + bc)

= ap (x̂(λp + µp) + ŷ(λp + µp) + ẑ(λp − 2µp))

bp =
1

2
(bc + cc)

= ap (x̂(λp − 2µp) + ŷ(λp + µp) + ẑ(λp + µp))

cp =
1

2
(ac + cc)

= ap (x̂(λp + µp) + ŷ(λp − 2µp) + ẑ(λp + µp))

(3)

Here

λp ≡
√

1 + 2 cos θp

3
and µp ≡

√
1− cos θp

3
, (4)

and the primitive cell length is

ap =
ac√

3− 2 cos(θp)
. (5)

The relationship of the primitive angle and the conven-
tional angle is given by

cos(θp) =
1 + 3 cos(θc)

2(1 + cos(θc))
or cos(θc) =

2 cos(θp)− 1

3− 2 cos(θp)
,

(6)
where the special case of face centered cubic corresponds
to θp = 60 deg. Note that the volume of primitive cell,
Vp is

Vp = a3p(1− cos(θp))
√

1 + 2 cos(θp), (7)

which is 1/4th the volume of the conventional cell, as
expected.

The atomic positions Ra within the unit cell can be
expressed in terms of the fractional coordinates of the
conventional cell (xc, yc, zc) or the fractional coordinates
of the primitive cell (xp, yp, zp), with the relationship be-
tween the two

xp = xc + yc − zc
yp = −xc + yc + zc

zp = xc − yc + zc

(8)

The primitive R3c structure of α-Li4B7O12Cl contains
2 formula units per primitive cell or 48 atoms while the
conventional cell contains 8 formula units or 192 atoms.
In order to assess how this computed structure compares
with experiment, we show in Fig. 3 the X-ray pattern
deduced from the optimized structure compared with the
X-ray pattern constructed from the analysis of Jeitschko
and co-workers [8] for measurements at a temperature of
298 K, analyzed in terms of the F 4̄3c space group.
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FIG. 3: X-ray patterns determined from structural
analysis of Li4B7O12Cl for wavelengths λ = 1.54056

Å as calculated using Mercury software [35] from the
computed idealized R3c structure (top) and the analysis
of single crystal data at 298 K based on the F 4̄3c space

group reported by Jeitschko and co-workers [8].

TABLE I: Static lattice results in the conventional cell
setting for Li4B7O12Cl, comparing the fully optimized
structure (“Full”) with the optimized structure with
cubic constraint (“Cubic”) and various experimental
results reported in Ref. 8. The computed results also

list ∆E (eV/FU), the estimate of the static lattice
energy difference between the “Full” and “Cubic”

optimizations.

ac (Å) θc (deg) ∆E (eV/FU)
Full 12.13 90.1 0.000
Cubic 12.14 90.0 0.002
Exp (R3) 12.141 90.083
Exp (F 4̄3c at 298 K) 12.141 90.0
Exp (F 4̄3c at 328 K) 12.161 90.0
Exp (F 4̄3c at 353 K) 12.167 90.0

The optimized structure of α-Li4B7O12Cl is visualized
in the primitive cell and conventional cell settings in Fig.
4, where the B-O framework is indicated with thin bonds
so that the Li and Cl positions can be more easily visual-
ized. In addition to the optimized Li ion sites indicated
in this diagram, natural Li interstitial sites are also indi-
cated, as explained in more detail below.

A summary of computed static lattice parameters of
α-Li4B7O12Cl are given in Table I based on the conven-
tional unit cell. In this case, we see that while the opti-
mized structure of α-Li4B7O12Cl is definitely rhombohe-
dral, the rhombohedral angle θc is very close to the ideal
cubic angle of 90 degrees. We can also optimize a con-

strained rhombohedral structure with θc = 90 degrees.
The result, which is also listed in Table I, is very slightly
higher energy than the unconstrained optimization [36].

In order to examine the structure of α-Li4B7O12Cl in
more detail, we note that the face centered rhombohedral
structure R3c and the face centered cubic structure F 4̄3c
are very closely related in that the former is a subgroup
of the latter. The Wyckoff labels and fractional coordi-
nates of the primitive cells for these two space groups are
detailed in Tables V and VI in the Appendix A. From
the comparison of these tables, it is possible to map the
cubic coordinates and Wyckoff labels of the F 4̄3c struc-
ture to rhombohedral coordinates and Wyckoff labels of
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TABLE II: Representative primitive cell fractional coordinates for Li4B7O12Cl, comparing the optimized R3c
structure (left) with the experimental analysis of single crystal data measured at 298 K based on the F 4̄3c structure
from Ref. 8. a Here “Label” refers to the primitive cell multiplicity and the Wyckoff label with “Occ.” representing

the corresponding number of occupied sites.

R3c F 4̄3c
Atom Label Occ. (xp, yp, zp) Atom Label Occ. (xp, yp, zp)
Li(1) 6b 6 (0.035, 0.036, 0.465) Li(2) 6c 6 (0.000, 0.000, 0.500)
Li(2) 2a 2 (0.869, 0.869, 0.869) Li(1) 8e 2 (0.871, 0.871, 0.871)
Li(i)b 6b 0 (0.869, 0.869, 0.393) (0.871, 0.871, 0.388)
B(1) 6b 6 (0.251, 0.261, 0.753) B(1) 6d 6 (0.250, 0.250, 0.750)
B(2) 2a 6 (0.602, 0.602, 0.603) B(2) 8e 8 (0.600, 0.600, 0.600)
B(3) 6b 6 (0.109, 0.109, 0.698) (0.100, 0.100, 0.699)
O(1) 6b 6 (0.438, 0.613, 0.757) O(1) 24h 24 (0.439, 0.606, 0.757)
O(2) 6b 6 (0.447, 0.766, 0.197) (0.439, 0.757, 0.198)
O(3) 6b 6 (0.187, 0.772, 0.615) (0.198, 0.757, 0.606)
O(4) 6b 6 (0.712, 0.942, 0.106) (0.698, 0.939, 0.106)
Cl 2a 2 (0.250, 0.250, 0.250) Cl 2b 2 (0.250, 0.250, 0.250)

a Similar but not identical experimental results were reported by Ref. 17.
b Interstitial Li coordinate estimated as the coordinate (x, x,−3x) as suggested from Table VI. Corresponding optimized Li interstial

site was found to have coordinates (0.876, 0.880, 0.400).

the R3c structure as given in Table VII. Most interest-
ingly for this case, only the e label of the F 4̄3c structure
maps to both a and b labels of the R3c structure while all
of the other labels of the F 4̄3c structure map exclusively
to either the a or b labels of the R3c structure.

The optimized structure of α-Li4B7O12Cl corresponds
to Li sites analyzed in the F 4̄3c structure with Wyckoff
label e with the fractional occupancy of 25% which in the
R3c structure corresponds to full occupancy of the Wyck-
off site labeled a. This implies that the remaining 6 sites,
corresponding the Wyckoff label b, should be available
as natural vacancies in this structure. Representative
fractional coordinates for the computed R3c structure of
Li4B7O12Cl are given in Table II together with the corre-
sponding coordinates based on the F 4̄3c analysis, using
the primitive cell coordinates for both. We see signifi-
cant agreement between the two structures. In addition
to the occupied lattice sites, the analysis finds 6 natural
interstitial Li sites which correspond to three-quarters of
the 8e sites in the F 4̄3c setting which map to 6b sites in
the R3c setting. The typical method of identifying inter-
stitial sites in a crystal is to carry out a systematic search
of positions throughout the crystal for low energy sites,
which optimize the ideal structure with the addition of
one Li ion and a uniform compensation charge. We per-
formed this search for the α-Li4B7O12Cl structure and
found the lowest energy interstitial sites to be quite close
to the ideal 6b sites. In Table II a representative ideal
site is listed in the table and the computed interstitial is
listed in the table note.

These static lattice optimization studies provide strong
evidence that the ground state structure of α-Li4B7O12Cl
is face centered R3c. The results also suggest that an ide-
alized rhombohedral structure, optimized with the con-
straint that θp = 60 deg and θc = 90 deg, may be a
good model for the β structure of the boracite. The

notion that β-Li4B7O12Cl has the R3c structure with
θp = 60 deg and θc = 90 deg makes it identical with
F 4̄3c structure with special quarter occupancy of the
Li(2) 8e sites suggested by Table VII. This would also be
consistent with the notion that the higher temperature
γ-Li4B7O12Cl phase has the F 4̄3c structure with frac-
tional occupancy on both the Li(1) 6c sites and the Li(2)
8e sites as established from the single crystal analyses of
Jeitschko and co-workers [8]. While this suggestion for
the structure of the intermediate β phase seems reason-
able from the group theory and geometric viewpoints,
the actual intermediate structure may be more compli-
cated. The suggestion by Jeitschko and co-workers [8]
that the β structure has P 4̄3n (No. 218) symmetry is,
however, hard to imagine since this would require a tran-
sition between a face centered rhombohedral lattice and
a primitive cubic lattice as the crystal transforms from
the α to β phase and a transition between a primitive cu-
bic lattice and a face centered cubic lattice as the crystal
transforms from the β to γ phase.

B. Li5B7O12.5Cl

There are several literature reports [6, 16, 17] focused
on studying the effects of filling the natural interstitial
sites in Li4B7O12Cl by forming solid solutions with Li2O
with the composition Li4+xB7O12+x/2Cl for 0 ≤ x ≤ 1.
The most concentrated material has the stoichiometry
Li5B7O12.5Cl which was found to crystallize in the or-
dered face centered cubic space group F23 (No. 196)
[16] shown in Fig. 5. Interestingly, the space group F23
is a subgroup of the space group F 4̄3c and the structures
of Li5B7O12.5Cl and Li4B7O12Cl are closely related [37].
Table III shows the comparison of representative frac-
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(a)

(b)

FIG. 4: Ball and stick diagram of Li4B7O12Cl in the (a)
primitive and (b) conventional cell settings with the

B-O framework represented by thin sticks and Cl
indicated by green balls. The host Li ions with labels b
and a are represented by dark blue and light blue balls,

respectively. The unoccupied Li sites which serve as
natural interstitials with Wyckoff label b are

represented by brown balls.

tional coordinates of the two structures based on the ex-
perimental data of Ref. 16 and Ref. 8 in the conventional
cell settings. The table shows quantitative agreement for
the fully occupied B, O, and Cl sites of the two struc-
tures. Additionally, Li5B7O12.5Cl accommodates 4 extra
O ions at 4a sites in the F23 structure. There is also
good correspondence between the two structures in the
positions of Li ions in 24g sites of the F23 structure and

those in the higher symmetry 24c sites of the F 4̄3c struc-

(a)

(b)

FIG. 5: (a) Ball and stick diagram of conventional cell
of Li5B7O12.5Cl in the F23 structure. Ball colors of
blue, black, red, and green indicate Li, B, O, and Cl

ions, respectively. (b) Thin stick representation of B-O
framework to fully display the positions of host Li sites
(dark blue for 24g and light blue for 16e) and the lowest

energy interstitial Li sites (brown for 16e).

ture. The 8 remaining Li ions in Li4B7O12Cl and the 8
extra Li ions in Li5B7O12.5Cl are accommodated in 16e
sites of the F23 structure which are closely related to
half of the 32e sites of the F 4̄3c structure. This leaves 16
natural Li ion vacancies at shifted 16e sites in the F23
structure which are related to 24 natural interstitial sites
of the F 4̄3c structure associated with the 1/4th occupied
32e sites in Li4B7O12Cl.
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TABLE III: Representative conventional cell fractional coordinates for the 204 ions of Li5B7O12.5Cl in the F23
space group from the room temperature experimental analysis of Ref. 16 compared with corresponding conventional
cell fractional coordinates for the 192 ions of Li4B7O12Cl in the space group F 4̄3c structure from the experimental

analysis of Ref. 8 (which are similar but not identical experimental results reported by Ref. 17). Here “Label” refers
to the conventional cell multiplicity and the Wyckoff label with “Occ.” represents the corresponding number of

occupied sites of the ideal structures at low temperature.

Li5B7O12.5Cl (F23) Li4B7O12Cl (F 4̄3c)
Atom Label Occ. (xc, yc, zc) Atom Label Occ. (xc, yc, zc)
Li(1) 24g 24 (0.250, 0.250, 0.042) Li(2) 24c 24 (0.250, 0.250, 0.000)
Li(2) 16e 16 (0.865, 0.865, 0.865) Li(1) 32e 8 (0.871, 0.871, 0.871)
Li(i)a 16e 0 (0.365, 0.365, 0.365) (0.371, 0.371, 0.371)
B(1) 24f 24 (0.000, 0.000, 0.252) B(1) 24d 24 (0.000, 0.000, 0.250)
B(2) 16e 16 (0.081, 0.081, 0.081) B(2) 32e 32 (0.100, 0.100, 0.100)
B(3) 16e 16 (0.601, 0.601, 0.601) (0.600, 0.600, 0.600)
O(1) 48h 48 (0.020, 0.097, 0.181) O(1) 96h 96 (0.023, 0.098, 0.182)
O(2) 48h 48 (0.023, 0.183, 0.599) (0.023, 0.182, 0.598)
O(3) 4a 4 (0.000, 0.000, 0.000) - - - -
Cl(1) 4c 4 (0.250, 0.250, 0.250) Cl 8b 8 (0.250, 0.250, 0.250)
Cl(2) 4d 4 (0.750, 0.750, 0.750) (0.750, 0.750, 0.750)

a Coordinates deduced from corresponding F 4̄3c symmetry.

The computational results for the lattice constant
and fractional coordinates of the optimized structure
of Li5B7O12.5Cl are listed in Table IV. The computed
fractional coordinates of the occupied sites agree within
±0.002 the results of Ref. 16 listed in Table III. In
addition to the optimized occupied sites, the optimized
coordinate of the lowest energy interstitial Li site is also
given.

As seen from the ball and stick drawing of eight for-
mula units of the conventional cell illustrated in Fig. 5a,
the rigid three-dimensional B-O framework making up
of interconnected BO3 triangles and BO4 tetrahedra is
similar to that of other boracites. Notably, Li5B7O12.5Cl
contains extra O ion of O(3) type fully occupying 4a sites
at (0.000, 0.000, 0.000), while the corresponding position
is empty in cubic F 4̄3c models of Li4B7O12Cl. Figure 5b
highlights the arrangement of Li ions, including two dis-
tinct host and the lowest energy metastable interstitial
sites as indicated by two shades of blue and brown balls,
respectively. Within the conventional cell, the computed
interstitial sites have Wyckoff labels 16e and are located
at fractional positions equivalent to (0.374, 0.374, 0.374).

Besides the major differences in the amount and occu-
pation of O ion, the ordering of Li ions is also respon-
sible for the change in symmetry from R3c structure
of Li4B7O12Cl to F23 structure of Li5B7O12.5Cl. On
the other hand, it is interesting to analyze the correla-
tions between the Li ions in these two materials. Specif-
ically, the Li sites with Wyckoff labels 24g in the cu-
bic Li5B7O12.5Cl have a one-to-one correspondence with
those at 4 × 6b sites in the conventional cell of rhom-
bohedral Li4B7O12Cl. The case of the e type sites is
less immediately apparent. It is found that the 16e type
host sites of Li5B7O12.5Cl together with its lowest-energy

metastable interstitial sites can map to 8 host and 24 va-
cant sites in the rhombohedral Li4B7O12Cl.

IV. LATTICE VIBRATIONS

The calculation of vibrational properties follows the
methods discussed in detail in a previous study [39].
The phonon dispersion relations of Li4B7O12Cl and
Li5B7O12.5Cl, both calculated in the primitive cell set-
ting, together with the corresponding projected atomic
density of states are shown in Fig. 6, suggesting very
similar profiles for the two crystals. For Li4B7O12Cl,
which has 48 atoms per primitive cell, the total number
of lattice vibrational modes is 144. The highest frequency
is computed to be 1435 cm−1. With the atomic motion
assigned to symmetry under the C3v(3m) point group,
the zone center acoustic and optic normal modes break
into the following irreducible components [1].

ΓR3c
acoustic = A1 + E

ΓR3c
optic = 23A1 + 24A2 + 47E

(9)

Here the A modes are due to a non-degenerate vibra-
tion with the subscripts 1 and 2 indicating symmetric
and anti-symmetric with respect to the principal rota-
tion axis, respectively; E denotes the doubly degener-
ate modes. Further group theoretical analysis finds that
among the three types of optical modes, the 23 A1 and 47
E optical modes simultaneously belong to infrared active
and Raman active modes as well. The situation sug-
gests that, without considering the three silent acoustic
modes, a vibration associated with the A1 or E type mode
leads to change in both dipole moment and polarizabil-
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TABLE IV: Computed optimized structure of
Li5B7O12.5Cl in the face centered cubic space group

F23, compared with the room temperature
experimental analysis of Ref. 16. Note that the

experimental conventional cell fractional coordinates are
also listed in Table VII. Here “Label” refers to the
conventional cell multiplicity and the Wyckoff label
with “Occ.” represents the corresponding number of

occupied sites of the ideal structures at low
temperature.

Li5B7O12.5Cl a = b = c (Å ) α = β = γ (deg)
Cal. 12.106 90.000
Exp. 12.136 90.000

Atom Label Occ. (xc, yc, zc)
Li(1) 24 g 24 (0.250, 0.250, 0.043)
Li(2) 16 e 16 (0.865, 0.865, 0.865)
Li(i)a 16 e 0 (0.374, 0.374, 0.374)
B(1) 24 f 24 (0.000, 0.000, 0.251)
B(2) 16 e 16 (0.081, 0.081, 0.081)
B(3) 16 e 16 (0.601, 0.601, 0.601)
O(1) 48 h 48 (0.018, 0.098, 0.180)
O(2) 48 h 48 (0.022, 0.183, 0.600)
O(3) 4 a 4 (0.000, 0.000, 0.000)
Cl(1) 4 c 4 (0.250, 0.250, 0.250)
Cl(2) 4 c 4 (0.750, 0.750, 0.750)

a Determined by optimizing system with extra Li ion.

ity. While the 24 remaining A2 modes are normal optical
modes with no particular attribution.

For Li5B7O12.5Cl, which has 51 atoms per primitive
cell, the total number of phonon modes is 153 with
the highest frequency computed to be 1404 cm−1. Due
to relatively higher symmetry, the dispersion curves of
Li5B7O12.5Cl in the F23 structure display more degen-
eracy. Depending on symmetries originating from point
group T (23), the zero center phonon modes decompose
into irreducible representations [1] as follows

ΓF23
acoustic = T

ΓF23
optic = 11 A + 111E + 112E + 39 T.

(10)

Here the notation T represents the triply degenerate
modes in a three dimensional crystal system. Further
symmetry analysis finds the Raman active modes ΓRaman

≡ Γoptic in Eq. (10), whereas the infrared active modes
only include the T type modes.

In both materials, there are no imaginary phonon
modes exhibited, indicating that each crystal structure
is dynamically stable. Whereas the primary involvement
of Li motion occurs in the lower frequency modes in the
range of 0 - 600 cm−1, the higher frequency modes are
predominately attributed to motions of the B and O ions.
In particular, the B(1) type ions located in the center
of the planar B-O triangles are found to have relatively
larger vibrational amplitudes in the top branches with
mode indices 129 - 144 and frequencies ranging from 1285

(a)

(b)

FIG. 6: Calculated phonon spectrum along
high-symmetric crystallographic directions and their
corresponding projected densities of states for each

atom type (PJDOS) for (a) Li4B7O12Cl and (b)
Li5B7O12.5Cl. The range of the of the PJDOS plots was
fixed at the maximum PJDOS value for Li5B7O12.5Cl.
The high-symmetry q lines were selected according to
the recommendation from Ref. 38 for each particular
space group. For the R3c structure of (a), the labels
refer to the equivalent hexagonal structure, while for

the F23 structure of (b), the labels refer to the
standard face centered cubic structure.

- 1434 cm−1. It is also interesting to note that the vi-
bration modes involving appreciable Cl ion motion have
an even lower of frequency less than 240 cm−1, which
is perhaps not surprising because of the “immobility” of
the massive Cl ions and weak bonding strength of Cl
with other ions. The vibrational modes were also ana-
lyzed for the constrained rhombohedral lattice with θp
= 60 degrees (corresponding to the one labeled “Cubic”
in Table I), finding indistinguishable phonon dispersion
curves from those of the fully optimized rhombohedral
structure shown in Fig. 6a.
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Having established that both Li4B7O12Cl and
Li5B7O12.5Cl are dynamically stable in their ground state
structures, it is possible to study their stability more
quantitatively by estimating their Helmholz free energies.
For well-ordered and electronically insulating crystalline
material, it is reasonable to approximate the Helmholtz
free energy as a function of temperature T to be

F (T ) = USL + Fvib(T ). (11)

Here USL represents the temperature-independent static
lattice energy which is well approximated by the total en-
ergy of the DFT calculation of the optimized structure.
The phonon free energy Fvib(T ) is obtained by integrat-
ing the phonon density of states over the whole frequency
range, which is essential to quantify the contributions of
the lattice vibrations as described (for example) in Eqs.
(1-4) of Ref. 40. This can be done for Li4B7O12Cl and
Li5B7O12.5Cl from the phonon results illustrated in Fig.
6.

For example, consider the following transformation

Li5B7O12.5Cl→ Li4B7O12Cl + 1/2 Li2O. (12)

We can compare the Helmholtz free energies of both
sides of Eq. (12). In addition to contributions from
Li4B7O12Cl and Li5B7O12.5Cl, the static lattice energy
and phonon spectrum of Li2O in its antiflorite struc-
ture [41] was also calculated. The results are shown
in Fig. 7, suggesting that Li5B7O12.5Cl is more stable
than separate crystals of Li4B7O12Cl and Li2O through-
out the temperature range considered. However, in
absence of excess Li2O, lithium boracite Li4B7O12Cl
is expected to be stable. Additionally, the embed-
ded plot of Fvib(T ) in Fig. 7 shows that the vibra-
tional energy difference between the two sides of Eq.
(12) is trivial across the explored temperature range.
For this system, the Helmholtz free energy difference is
dominated almost exclusively by the static lattice en-
ergy part. For example, at 300 K, the vibrational en-
ergy difference is Fvib(Li4B7O12Cl) + 1/2 Fvib(Li2O) −
Fvib(Li5B7O12.5Cl) = 0.02 eV/FU, while the correspond-
ing static lattice energy difference is 1.0 eV/FU.

V. STABILITY ANALYSIS

The phase stability of the crystal structures of
Li4B7O12Cl and Li5B7O12.5Cl was also evaluated using
the convex hull approach [42], which is based on the idea
that the phase stability of a crystal structure can be de-
termined from the energy of its components. Within this
framework, the stability of a compound requires it to be
on a convex hull construction composed of a set of tie
lines that connect all the related lowest energy phases
[43]. Also, a compound lying on the convex hull sug-
gests that it has lower energy than the stoichiometric
linear combinations of other phases in the system with
the same composition.

FIG. 7: Plot of Helmholtz free energy and the
vibrational free energy (inset) for the left- and

right-hand side components of Eq. (12).

FIG. 8: Convex hull of the Li2O-B2O3-LiCl system with
filled colored circles indicating values of the energy

differences ∆USL as defined in Eq. (13) for each of the
stable phases. The color bar indicates the values of

∆USL in units of eV/formula unit. Additionally, the
circle radii are drawn in proportion to the magnitudes

of |∆USL|.

In the present study, it is convenient to construct the
convex hull analysis using the building blocks of Li2O,
B2O3, and LiCl which span the composition space of
Li4B7O12Cl, Li5B7O12.5Cl, and many of their possible
decomposition products. For this analysis, we focus on
the DFT static ground state energies. With the effort of
computing phonon properties, it is possible to perform a
more advanced stability analysis at given temperatures.
However, it is evident from Fig. 7 that the pure phonon
energy is less likely to change the qualitative picture of
the stability properties of the materials. Therefore, the
finite-temperature vibrational effects were not taken into
account in this analysis. Accordingly for each material,
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we calculate the energy difference

∆USL = USL −
3∑

i=1

xiU
i
SL (13)

where USL is the total static energy per formula unit of a
specific compound, and U i

SL is the total static energy per
formula unit of the reference compounds with indices i
= Li2O, B2O3, and LiCl. The compositional parameters
xi are chosen such that the specific compound and the
sum of the reference compounds have the same atomic
composition.

Results for the convex hull diagram based on the
ternary Li2O-B2O3-LiCl composition space is presented
in Fig. 8. The energy difference of each stable phase
was calculated according to Eq. (13) and is represented
by a node on the diagram. For each node, its color and
size represents the value and magnitude, respectively, of
∆USL. The computed values of ∆USL are enumerated
in Table VIII in the Appendix B. Although the results
show that Li5B7O12.5Cl is relatively more stable than
Li4B7O12Cl in terms of decomposing into the three ref-
erence compounds Li2O, B2O3, and LiCl, Li4B7O12Cl is
unlikely to react without excess Li2O. In other words, by
controlling the weight fraction of precursor constituents,
the results are consistent with the experimental findings
that it is possible to synthesize crystals of Li4B7O12Cl.

VI. MECHANISMS FOR LI ION MIGRATION

In Sec. III we established that the structures of both
Li4B7O12Cl and Li5B7O12.5Cl have a significant number
of natural interstitial sites available to Li ions. Within
the conventional cell setting, for Li4B7O12Cl with 192
ions, there are 24 of these natural interstitial sites. Cor-
respondingly for Li5B7O12.5Cl with 204 ions, there are 16
of these natural interstitial sites. Using both the nudged
elastic band (NEB) approach [44–46] and molecular dy-
namics simulations, we can examine how these may or
may not participate in Li ion diffusion.

A. The nudged elastic band simulations

Using the NEB method, we estimated the migration
energies Em of Li ion diffusion for several most likely
paths in Li4B7O12Cl and Li5B7O12.5Cl.

1. Li4B7O12Cl

For the case of Li4B7O12Cl, it is reasonable to spec-
ulate that the metastable b type site (based on the R3c
space group) may play an essential role in the course of Li
ion transport as they are native interstitials in the simu-
lation cell. Here host a type and metastable b type sites
are all derived from the e type sites of the F 4̄3c structure.

All calculations were carried out using the 192 ion con-
ventional cell of the R3c structure as visualized in Fig. 9.
Figure 9a shows sites considered in this analysis, involv-
ing a natural interstitial at a meta-stable b site (labeled
mb) and nearest neighbor host Li sites host a (labeled ha)
and host b (labeled hb). Using the structural optimiza-
tion algorithms in the QUANTUM ESPRESSO software
we find that the direct migration of hb→ mb is not sta-
ble, while the migration of ha → mb is metastable with
an energy gain of 0.30 eV. Furthermore, we found that
the host b type sites (hb) are the most stable positions for
accommodating Li ions. Once such a site is vacant, the
Li ion at adjacent host a site (ha) or metastable b site
(mb) will immediately hop into this available position.

(a)

(b)

FIG. 9: (a) Ball and stick diagram of Li ion sites of
Li4B7O12Cl with the migration path indicated with
arrows and by labels (ha: host a site; hb: host b site;
mb and mb′: metastable b sites). (b) NEB energy path
diagram for the direct (black) and concerted (red) Li

ion migration processes.

From these results, there are two possible migration
paths. One possibility, called the “direct” hop, is the
process ha → mb. Another possibility, called the “con-
certed” hop involves the same final configuration but in-
volves a concerted motion of hb → mb simultaneously
with the motion of ha → hb. These two paths were an-
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alyzed using the NEB method with the corresponding
migration energy diagrams shown in Fig. 9b.

By comparison, the concerted hop has migration en-
ergy Ea of 0.61 eV, lower by about 0.33 eV than the
direct hop. Interestingly, the direct migration is found
to be accompanied by a local minimum located near the
third NEB image of the energy diagram. Further inspec-
tion revealed that, instead of hopping in the direction to-
ward the mb site, the active Li ion originating from site
ha, appears to be attracted by the host site hb and at-
tempts to occupy this low-energy position by kicking the
currently resting Li ion out to a metastable site labeled
with mb′ in the diagram, causing the special intermedi-
ate configuration with locally minimal energy. Because
of the NEB algorithm in which the final state is well-
defined, the intermediate configuration involving the mb′

site is not realized in the direct hop simulation; the Li ion
now at hb continues to move to site mb and the one at mb′

also returns back to site hb. While for the concerted mi-
gration, the process consists of two simultaneous hopping
events consisting of hb → mb and ha → hb as described
before. We find that, within the NEB algorithm, the first
hop progresses much faster than the second one. In other
words, when the Li ion originating in the hb site jumps
into the target position mb, the other host Li ion has just
left its original position of site ha.

As discussed above, even in the direct Li ion migration
between ha and mb, the participation of the third type
site hb was observed. What the direct and the concerted
migrations have in common is that the motions of the
Li ions at the a type host sites ha will instantly affect
the states of the Li ions at hb type sites, as they will be
promptly stimulated to hop into an available metastable
site in the vicinity. It is, therefore, reasonable to specu-
late that the concerted migration involving two distinct
host sites and a metastable site dominates the Li ion
transport in Li4B7O12Cl.

2. Li5B7O12.5Cl

For the case of Li5B7O12.5Cl, the smallest distance be-
tween natural interstitial sites is greater than 4.30 Å,
so the Li ion migration involving these sites is less likely.
Consequently, it is speculated that a vacancy process may
play a dominant role in Li ion transport. Each vacancy
defect configuration is modeled by directly removing a
Li ion from the host site while adding a compensating
uniform charge of the opposite sign to the system.

It is found that the most efficient Li ion conduction
path within the supercell consists of the relatively short
hops between neighboring g type sites with a distance of
3.54 Å and those between adjacent g and e type sites [47]
at a distance of 2.92 Å apart. One example of the smallest
path unit is indicated by the labels on these three Li sites
in Fig. 10a. Multiple energetically equivalent paths with
such patterns expand in all directions, connecting to form
continuous paths throughout the crystal.

(a)

(b)

FIG. 10: (a) Ball and stick diagram of Li5B7O12.5Cl
with the Li ions migration pathway indicated by labels

and arrows. (b) NEB energy path diagram for this
vacancy mechanism.

Figure 10b shows the corresponding NEB energy dia-
gram with the zero of the energy was taken as the energy
of the Li ion vacancy at a site of e type. It shows the
vacancies g1 and g2 of the same g type have vacancy
defect energy higher by about 0.36 eV than the e type
vacancy. The overall migration energy Em is determined
by the maximum energy difference along the path which
is Em = 0.75 eV. Taking into account the contribution of
the defect formation energy needed to produce a mobile
Li ion, the activation energy Ea for Li ion conductiv-
ity is estimated to be 1.06 eV according to the relation
Ea = Em + 1

2Ef . The high activation energy indicates
that Li5B7O12.5Cl is expected to have poor Li ion con-
ductivity.

B. Molecular dynamics simulation

The statistical behavior of Li ion diffusion in
Li4B7O12Cl and Li5B7O12.5Cl was investigated using ab
initio molecular dynamics (MD) simulation, which allows
for directly simulating the dynamical diffusion of Li ions
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in real-time. These simulations are likely to reveal more
details of the ionic transport mechanisms. The simula-
tions were carried out for a microcanonical NVE ensem-
ble with a time integration step of ∆t = 2.4 fs for con-
ventional units cells of Li4B7O12Cl (containing 192 ions)
and Li5B7O12.5Cl (containing 204 ions).

(a)

(b)

FIG. 11: Diagrams of MD simulations over t = 50 ps at
intervals of 50∆t = 0.12 ps for (a) Li4B7O12Cl at 〈T 〉 =

1162 K and (b) Li5B7O12.5Cl at 〈T 〉 = 1171 K. The
little blue balls indicate the time-dependent positions of

Li ions. The atomic positions of the initial
configurations and natural vacancies are also shown,

using the same color conventions as in Figs. 4b and 5b,
respectively.

Figure 11 illustrates the examples of the migration pat-
terns of Li ions during MD simulations in each material.
For the case Li4B7O12Cl, it is not surprising to note that
the mb type native vacant sites, represented by brown
balls in Fig. 11a, are frequently visited by the mobile

Li ions in the course of diffusion. Careful examination
of this visualization from different viewpoints finds that
there is no direct hopping between the host ha and mb
type sites. Instead, the most efficient pathway for con-
ducting Li ions is comprised of path segments between
sites hb→ mb and ha→ hb. For the Li5B7O12.5Cl case,
as displayed in Fig. 11b, the fully presented Li ion posi-
tions of MD simulations share somewhat similarity with
those of Li4B7O12Cl as the ionic conduction mainly oc-
curs in the hollow cavity formed by robust B-O units.
Different from the nearly continuous diffusion pathway
observed in the Li4B7O12Cl cell, we can see clearly that
the Li ions exhibit comparatively low mobility with most
of them being trapped near their initial host sites. Be-
sides, it seems that the interstitial defect sites, indicated
by brown balls in the diagram, are not evolved in the Li
ion diffusion process visualized in this simulation. Only
a few Li ion hops take place between the neighboring
host sites of g and e type which have a relatively shal-
low migration barrier energy as computed in the NEB
analysis. However, those hopping events are localized
and unable to achieve long-range conduction of Li ions.
Generally, the MD simulation results on Li4B7O12Cl and
Li5B7O12.5Cl are compatible with the NEB analysis in
Sec. VI A.

To better analyze the molecular dynamics simulations,
it is convenient to define a time-dependent site occupancy
factor fs(t)

fs(t) =
1

NLi
s

NLi∑

i=1

nis(t) , i = 1, 2, . . . , NLi and

∑

s

NLi
s = NLi

(14)

where NLi is the total number of Li ions in the sim-
ulation cell, s denotes the reference site type: host a,
b, and metastable b for Li4B7O12Cl, and host g, e, and
metastable e for Li5B7O12.5Cl. NLi

s indicates the multi-
plicity number of site s based on the conventional lattice.
(Note that the conventional unit cell of the R3c structure
has 4 times as many ions as the primitive cell discussed
in Sec. III A.) At each time step t, the label of a Li ion
is determined by the closest reference site relative to this
ion’s instantaneous position. The counter nis(t) = 1 if the
i-th Li ion has the shortest distance with the reference
site s; otherwise, nis(t) = 0. Accordingly, fs(t) measures
the occupation probability of s type site at t.

It is found that the curve of fs(t) is very noisy; as
computed from the MD trajectories, the Li ion labels
change rapidly. More conveniently, we can define a time-
averaged site occupancy factor by integrating the instan-
taneous site occupancy over a time duration t

f̄s(t) =
1

t

∫ t

0

fs (t′) dt′. (15)

Figure 12a shows the plot of f̄s(t) for distinct sites of
Li4B7O12Cl in the rhombohedral structure, comparing
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(a)

(b)

FIG. 12: Plots of f̄s(t) as defined in Eq. (15) for (a)
Li4B7O12Cl and (b) Li5B7O12.5Cl. The subscript s of
fs(t) denotes the reference site type as described in the
text of each figure, using the Wyckoff labels of the R3c

and F23 structures as appropriate. The average
temperature of each plot is listed in the legend.

results at various temperatures ranging from 900 to 1200
K. Note that t = 0 corresponds to the ground state con-
figuration in which the 6b sites of the R3c structure,
mapped from the 24c type sites of the ideal F 4̄3c model,
are fully occupied, whereas the occupancy of the remain-
ing Li sites, mapped from the 32e type of the cubic cell,
is 25%. As time progresses, f̄s varies and tends to an
asymptotic value at long times. It is also evident that
the fractional occupancy of host 24c like sites decreases,
and that of the 32e like sites increases at higher tem-
peratures. In other words, at low temperatures the Li
ions have a preference to reside in the most energeti-
cally favorable positions of 6b type. This phenomenon
is consistent with what the experiment observed upon
heating from the room temperature α phase to the high-
temperature phases. Since for this particular material,
the MD temperatures are necessary to be high enough to

overcome the migration barrier and therefore to achieve
conduction of Li ions, the simulated value of site occu-
pancy factor for the experimentally reported phase tran-
sition temperatures 310 K for α to β, and 348 K for
β to γ are unattainable. Although the exact functional
relationship between the temperature and the site frac-
tional occupancy is unknown/undefined, the calculated
f̄s(t) curves appear to be qualitively consistent with tem-
perature dependent X-ray analysis reported in Ref. 8.

For the case of Li5B7O12.5Cl with the calculated f̄s(t)
displayed in Fig. 12b, we find that the role of the intersti-
tial defects is nontrivial only at simulation temperature
above 1300 K. Generally, most hop events occur between
the host sites via vacancy diffusion process. While opti-
mizing the electrolyte properties of Li5B7O12.5Cl is be-
yond the scope of the present work, it is proposed that,
in view of the NEB analysis in Sec. VI A, the possible
way to enhance the ionic conductivity of Li5B7O12.5Cl is
by introducing vacancy defects in the lattice.

FIG. 13: Plots of simulated ionic conductivities of
Li4B7O12Cl and Li5B7O12.5Cl, together with the

available experimental values obtained by digitizing the
published graphs from Refs. 6 (A), 8 (B), and 12 (C).

All straight lines represent least squares fits of the
log(Tσ) vs. 1000/T data.

The ionic conductivity σ, a measure of the ability of
a material to conduct ions, is related to the tracer dif-
fusion coefficient Dtr according to the Nernst-Einstein
relationship

σ(T ) = ρq2
Dtr(T )

kBTHr
. (16)

Here ρ represents the average number density of mobile
Li ions in the simulation cell, kB denotes the Boltzmann
constant, Hr, known as the Haven ratio [48], is commonly
used to access the co-operative motion of ions. In this
work, we make the simplifying assumption that Hr = 1.
Dtr(T ) is directly calculated from Li ion displacements
of the MD simulations and follows an Arrhenius behavior

Dtr(T ) = D0e
−EMD

a /kBT (17)
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Here D0 is the diffusivity at T →∞. EMD
a , the activation

energy of Li ion diffusion, is usually deduced from the
slope of the log(Tσ) versus 1/T plot according to Eqs.
(16) and (17).

For the Li5B7O12.5Cl material, the calculated results
on the perfect crystal are not far off from the experimen-
tal measurements on polycrystalline samples [6]. How-
ever, the higher activation barrier and the extremely
low ionic conductivity at room temperature indicate that
this material is an extremely poor ionic conductor. For
the Li4B7O12Cl material, the simulations, represented
by blue points and straight line, agrees very well with
the experimental data reported recently by Tan et al.
[12], in the room temperature range. At high tempera-
tures, the two early measurements [6, 8] represented in
turquoise and black, respectively, show a range of values
that are roughly in the same range of the MD simulation
results. As is evident by two abrupt conductivity discon-
tinuities at about 310 K and 350 K, the work in Ref. 8
was able to identify the phase transitions between two
high-temperature cubic phases, and a low-temperature
rhombohedral phase.

VII. SUMMARY AND CONCLUSIONS

Lithium boracites are high symmetry materials with
intriguing properties from both theoretical and techno-
logical perspectives. In this work, we show how group
theory analysis explains many of the properties of both
Li4B7O12Cl and Li5B7O12.5Cl. Detailed first principles
simulations are able to provide a more complete picture
of structural, stability, and ionic conductivity proper-
ties, consistent with recent experimental evidence [12, 15]
that Li4B7O12Cl and related materials are technologi-
cally promising as stable electrolytes for all-solid-state
batteries with good Li ion conductivity.

These materials are characterized by a boron oxide
framework consisting of tetragonal BO4 and triangular
BO3 components forming a regular void structure con-
taining Li and Cl ions. The reference space group sym-
metry [1] of these materials is the face centered cubic
structure F 4̄3c (No. 219) which was identified as the
high temperature phase γ-Li4B7O12Cl by Jeitschko and
co-workers [8]. From those experimental results at lower
temperature, which found 32e sites to be 25% occupied
by Li ions, our first principles optimization studies found
the ground state structure to be face centered rhombo-
hedral, having the space group R3c (No. 161), with the
rhombohedral angle very close to the cubic angle. Inter-
estingly, the space group R3c is a subgroup of the space
group F 4̄3c and the relationships between the Wyckoff la-
bels of the two space groups are given in Table VII. Even
more interestingly, the group theory analysis shows how
the Li ions which occupy 25% of the 32e sites at low tem-
perature are associated with 8 sites with Wyckoff label
a in the conventional cell of the R3c structure, while the
unoccupied 75% are associated with 24 sites with Wyck-

off label b in the conventional cell of the R3c structure. In
this case, the energetic splitting of the site symmetry is
computed to be very small, close to or within the compu-
tational error of the density functional calculations them-
selves. While group theory analysis predicts the natu-
ral interstitial structure of Li4B7O12Cl, first principles
nudged elastic band and molecular dynamics simulations
are needed to study the Li ion conductivity properties
of this material. Both of these simulation studies show
that the natural interstitial sites are occupied at higher
temperatures and that the process involves a concerted
motion of Li ions at two neighboring sites. While the
molecular dynamics simulations are performed at quite
high temperatures in order to generate results with signif-
icant statistics, the quantitative results assuming Hr = 1,
are in reasonable agreement with experimental measure-
ments as shown in Fig. 13. The molecular dynamics
results were also analyzed in terms the site occupancies
of the host and interstitial Li ion lattice sites according to
Eqs. (14) and (15), showing qualitative agreement with
experiment.

For analyzing Li5B7O12.5Cl, group theory analysis also
plays an important role in explaining its properties as a
very poor ionic conductor. In this case, only one crystal
structure has been reported [16] with the face centered
cubic space group F32 (No. 196), and this is consis-
tent with the computational results. Interestingly, the
F32 space group is also a subgroup of the F 4̄3c struc-
ture and the relationships between the Wyckoff labels of
the two space groups is given in Table III. In this case,
the F32 space group analyzed in the conventional cell has
48 basic elements while the F 4̄3c has 96 basic elements.
This means that some of the Wyckoff multiplicies and
labels of the F 4̄3c structure are split into two Wyckoff
multiplicies and labels in the F32 structure. Addition-
ally, Li5B7O12.5Cl contains 4 extra Li2O units per con-
ventional cell compared with Li4B7O12Cl. Comparing
the structural diagrams of Li4B7O12Cl in Fig. 4b and
Li5B7O12.5Cl in Fig. 5b, we see evidence of the lower
symmetry of the F32 structure compared with that of
the F 4̄3c. For Li5B7O12.5Cl, we see that there are 16
natural interstitial sites in the conventional unit cell. Un-
fortunately, close examination finds that the placement
and energetics associated with these interstitial sites does
not result in Li ion migration. Further study using first
principles nudged elastic band and molecular dynamics
simulations confirm the conclusion that Li5B7O12.5Cl has
very poor Li ion conductivity, a result which is consistent
with experiment.

Analysis of the phonon spectra in Sec. IV show that
these Li boracites are dynamically stable and analysis of
the convex hull based on Li2O, B2O3, and LiCl building
blocks in Sec. V show that they are chemically stable as
well.

As an extended study of the Li boracite systems, our
preliminary simulations suggest that the Li ion conduc-
tivity can be enhanced by ionic substitutions to form
analog compounds such as Li4Al3B4O12Cl, Li4B7S12Cl,
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and Li4Al3B4S12Cl. In the near future, we plan to inves-
tigate the properties of those related materials in more
detail.

Appendix A: Details of the relationship between the
R3c and F 4̄3c space group

It is most convenient to compare the structures using
the primitive cell settings. The Wyckoff positions for the
R3c (No. 161) sysytem is given in Table V based on the
rhombohedral structure.

The Wyckoff positions for the F 4̄3c (No. 219) system
is given in Table VI based on the primitive cell of the
face centered cubic structure.

Note that since the R3c and F 4̄3c space groups do
not have a center of inversion, the set of fractional co-
ordinates {(x, y, z)} and the set {(−x,−y,−z)} describe
equivalent but not identical crystals.

From the results of Tables VI and V, it is possible to
map the relationships between the Wyckoff labels of the
F 4̄3c and R3c space groups as listed in Table VII.

TABLE V: Wyckoff labels and fractional coordinates
(x, y, z) for Group R3c (No. 161) in its primitive cell
setting. In this case (x, y, z) refers to the primitive

lattice coordinates (xp, yp, zp).

Mul. Lab. Fractional coordinates
6 b (x, y, z) (z, x, y) (y, z, x)

(z + 1
2
, y + 1

2
, x+ 1

2
)

(y + 1
2
, x+ 1

2
, z + 1

2
)

(x+ 1
2
, z + 1

2
, y + 1

2
)

2 a (z, z, z) (z + 1
2
, z + 1

2
, z + 1

2
)

TABLE VI: Wyckoff labels and fractional coordinates
for Group F 4̄3c (No. 219). In this case, the listed

fractional coordinates refers to the primitive lattice
(xp, yp, zp) expressed in terms of a general point (x, y, z)

of the conventional lattice.

Mul. Lab. Fractional coordinates
24 h (x + y − z,−x + y + z, x− y + z)

(z + x− y,−z + x + y, z − x + y)
(y + z − x,−y + z + x, y − z + x)
(z + y − x + 1

2
,−z + y + x + 1

2
, z − y + x + 1

2
)

(y + x− z + 1
2
,−y + x + z + 1

2
, y − x + z + 1

2
)

(x + z − y + 1
2
,−x + z + y + 1

2
, x− z + y + 1

2
)

(−x− y − z, x− y + z,−x + y + z)
(z − x + y,−z − x− y, z + x− y)
(−y + z + x, y + z − x,−y − z − x)
(z − y + x + 1

2
,−z − y − x + 1

2
, z + y − x + 1

2
)

(−y − x− z + 1
2
, y − x + z + 1

2
,−y + x + z + 1

2
)

(−x + z + y + 1
2
, x + z − y + 1

2
,−x− z − y + 1

2
)

(−x + y + z, x + y − z, x− y − z)
(−z − x− y, z − x + y,−z + x + y)
(y − z + x,−y − z − x, y + z − x)
(−z + y + x + 1

2
, z + y − x + 1

2
,−z − y − x + 1

2
)

(y − x + z + 1
2
,−y − x− z + 1

2
, y + x− z + 1

2
)

(−x− z − y + 1
2
, x− z + y + 1

2
,−x + z + y + 1

2
)

(x− y + z,−x− y − z, x + y − z)
(−z + x + y, z + x− y,−z − x− y)
(−y − z − x, y − z + x,−y + z + x)
(−z − y − x + 1

2
, z − y + x + 1

2
,−z + y + x + 1

2
)

(−y + x + z + 1
2
, y + x− z + 1

2
,−y − x− z + 1

2
)

(x− z + y + 1
2
,−x− z − y + 1

2
, x + z − y + 1

2
)

12 g (x, x,−x + 1
2
) (x,−x + 1

2
, x)

(−x + 1
2
, x, x) (x + 1

2
, x + 1

2
,−x)

(x + 1
2
,−x, x + 1

2
) (−x, x + 1

2
, x + 1

2
)

(−x,−x, x + 1
2
) (−x, x + 1

2
,−x)

(x + 1
2
,−x,−x) (−x + 1

2
,−x + 1

2
, x)

(−x + 1
2
, x,−x + 1

2
) (x,−x + 1

2
,−x + 1

2
)

12 f (x, x,−x) (x,−x, x) (−x, x, x)
(x + 1

2
, x + 1

2
,−x + 1

2
)

(x + 1
2
,−x + 1

2
, x + 1

2
)

(−x + 1
2
, x + 1

2
, x + 1

2
)

(−x,−x, x) (−x, x,−x) (x,−x,−x)
(−x + 1

2
,−x + 1

2
, x + 1

2
)

(−x + 1
2
, x + 1

2
,−x + 1

2
)

(x + 1
2
,−x + 1

2
,−x + 1

2
)

8 e (x, x, x) (x + 1
2
, x + 1

2
, x + 1

2
)

(−3x, x, x) (−3x + 1
2
, x + 1

2
, x + 1

2
)

(x,−3x, x) (x + 1
2
,−3x + 1

2
, x + 1

2
)

(x, x,−3x) (x + 1
2
, x + 1

2
,−3x + 1

2
)

6 d ( 1
4
, 3
4
, 1
4
) ( 3

4
, 1
4
, 3
4
) ( 3

4
, 1
4
, 1
4
)

( 1
4
, 3
4
, 3
4
) ( 1

4
, 1
4
, 3
4
) ( 3

4
, 3
4
, 1
4
)

6 c ( 1
2
, 0, 0) (0, 1

2
, 0) (0, 0, 1

2
)

( 1
2
, 1
2
, 0) (0, 1

2
, 1
2
) ( 1

2
, 0, 1

2
)

2 b ( 1
4
, 1
4
, 1
4
) ( 3

4
, 3
4
, 3
4
)

2 a (0, 0, 0) ( 1
2
, 1
2
, 1
2
)

TABLE VII: Mapping between the multiplicities and
Wyckoff labels between the F 4̄3c and R3c space groups.

F 4̄3c R3c
24h 4× 6b
12g 2× 6b
12f 2× 6b
8e 2a+ 6b
6d 6b
6c 6b
2b 2a
2a 2a
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Appendix B: Details of the convex hull analysis

In this appendix the energy differences from Eq. (13),
used to make the convex hull diagram in Fig. 8 are listed
in Table VIII.

TABLE VIII: Computed energy differences according to
Eq. (13) for reactions indicated by the first column. All
energy values in eV units, corresponding to those on the

convex hull shown in Fig. 8, are evaluated from the
static lattice analysis.

Reaction: R→ P ∆USL

Li5B7O12.5Cl → 2 Li2Oa + 7/2 B2O3
b + LiClc -4.56

Li4B7O12Cl → 3/2 Li2O + 7/2 B2O3 + LiCl -3.53
LiBO2

d → 1/2 Li2O + 1/2 B2O3 -0.93
Li2B4O7

e → Li2O + 2 B2O3 -2.12
Li3BO3

f → 3/2 Li2O + 1/2 B2O3 -1.51
Li3B7O12

g → 3/2 Li2O + 7/2 B2O3 -3.36
Li6B4O9

h → 3 Li2O + 2 B2O3 -3.73

a Cubic with Space Group Fm3̄m (No. 225); from Ref. 49.
b Orthorhombic with Space Group Cmc21 (No. 36); from Ref.

50.
c Cubic with Space Group Fm3̄m (No. 225).
d Tetragonal (γ-LiBO2) with Space Group I4̄2d (No. 122); from

Ref. 51.
e Tetragonal with Space Group I41cd (No. 110); from Ref. 52.
f Monoclinic with Space Group P21/c (No. 14); from Ref. 53.
g Triclinic with Space Group P 1̄ (No. 2); from Ref. 54.
h Monoclinic with Space Group P21/c (No. 14); from Ref. 55.
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[5] J.-M. Réau, A. Levasseur, G. Magniez, and B. Calès,
Materials Research Bulletin 11, 1087 (1976).

[6] B. Calès, A. Levasseur, C. Fouassier, J. M. Réau, and
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I. Carnimeo, C. Cavazzoni, S. de Gironcoli, P. Delu-
gas, F. Ferrari Ruffino, A. Ferretti, N. Marzari, I. Tim-
rov, A. Urru, and S. Baroni, The Journal of Chemical
Physics 152, 154105 (2020), available from the website
quantumespresso.org.

[32] A. Kokalj, Computational Materials Science 28, 155
(2003), code available at the website http://www.

xcrysden.org.
[33] K. Momma and F. Izumi, Applied Crystallography 44,

1272 (2011), code available from the website http://

jp-minerals.org/vesta/en/.
[34] H. T. Stokes and D. M. Hatch, J. Appl. Cryst. 38,

237 (2008), available from the webpage http://iso.byu.

edu/iso/isotropy.php.
[35] C. F. Macrae, I. Sovago, S. J. Cottrell, P. T. A. Galek,

P. McCabe, E. Pidcock, M. Platings, G. P. Shields, J. S.
Stevens, M. Towler, and P. A. Wood, Journal of Applied
Crystallography 53, 226 (2020).

[36] We note that the lattice constants and rhombohedral
angle found in our optimization studies is slightly de-
pendent on initial configuration and also the results dif-
fer slightly in the QUANTUM ESPRESSO and ABINIT
codes. We believe that these differences are due to the
shallow nature of the potential energy surface of this sys-
tem near equilibrium. However, the reported results are
expected to be reliable within the expected overall error
of calculations of this type of ±0.001 eV per formula unit.

[37] For example, in the conventional cell setting of the F23
structure, it is possible to generate a F 4̄3c structure by
placing identical atoms at 48h sites generated with co-
ordinates (x, y, z) and an additional 48h sites generated
with coordinates (y + 1

2
, x+ 1

2
, z + 1

2
).

[38] Y. Hinuma, G. Pizzi, Y. Kumagai, F. Oba, and
I. Tanaka, Computational Materials Science 128, 140
(2017).

[39] Y. Li, Z. D. Hood, and N. A. W. Holzwarth, Phys. Rev.
Materials 4, 045406 (2020).

[40] Y. Li, Z. Hood, and N. A. W. Holzwarth, Physical Re-
view Materials 5, 085403 (2021).

[41] T. W. D. Farley, W. Hayes, S. Hull, M. T. Hutchings,
and M. Vrtis, Journal of Physics: Condensed Matter 3,
4761 (1991).

[42] D. D. Lee, J. H. Choy, and J. K. Lee, Journal of Phase
Equilibria 13, 365 (1992).

[43] S. P. Ong, L. Wang, B. Kang, and G. Ceder, Chemistry
of Materials 20, 1798 (2008).

[44] H. Jónsson, G. Mills, and K. W. Jacobsen, in Classi-
cal and Quantum Dynamics in Condensed Phase Simu-
lations, edited by B. J. Berne, G. Ciccotti, and D. F.
Coker (World Scientific, Singapore, 1998) pp. 385–404.

[45] G. Henkelman, B. P. Uberuaga, and H. Jónsson, J.
Chem. Phys. 113, 9901 (2000).

[46] G. Henkelman and H. Jónsson, J. Chem. Phys. 113, 9978
(2000).

[47] Here we are using the Wyckoff labels for the F23 space
group as described in Table III.

[48] Y. Haven and B. Verkerk, Physics and chemistry of
glasses 6, 38 (1965).

[49] T. W. D. Farley, W. Hayes, S. Hull, M. T. Hutchings,
and M. Vrtis, Journal of Physics: Condensed Matter 3,
4761 (1991).

[50] C. T. Prewitt and R. D. Shannon, Acta Crystallographica
Section B 24, 869 (1968).

[51] M. Marezio and J. P. Remeika, The Journal of Chemical
Physics 44, 3348 (1966), publisher: American Institute
of Physics.

[52] J. Krogh-Moe, Acta Crystallographica 15, 190 (1962).
[53] V. F. Stewner, Acta Crystallographica Section B 27, 904

(1971).
[54] A. Jiang, S. Lei, Q. Huang, T. Chen, and D. Ke, Acta

Crystallographica Section C 46, 1999 (1990).
[55] G. Rousse, B. Baptiste, and G. Lelong, Inorganic Chem-

istry 53, 6034 (2014), publisher: American Chemical So-
ciety.

168



Part 3

References

169



References

[1] Mani Pujitha Illa, Mudrika Khandelwal, and Chandra Shekhar Sharma. Bac-

terial cellulose-derived carbon nanofibers as anode for lithium-ion batteries.

Emergent Materials, 1(3):105–120, December 2018.

[2] Noriaki Kamaya, Kenji Homma, Yuichiro Yamakawa, Masaaki Hirayama, Ryoji

Kanno, Masao Yonemura, Takashi Kamiyama, Yuki Kato, Shigenori Hama,

Koji Kawamoto, and Akio Mitsui. A lithium superionic conductor. Nature

Materials, 10(9):682–686, September 2011.

[3] Kavish Kaup, Abdeljalil Assoud, Jue Liu, and Linda F. Nazar. Fast li-ion

Conductivity in Superadamantanoid Lithium Thioborate Halides. Angewandte

Chemie International Edition, 60(13):6975–6980, March 2021.

[4] M. Stanley Whittingham. Electrical energy storage and intercalation chemistry.

Science, 192(4244):1126–1127, 1976.

[5] K. Mizushima, P. C. Jones, P. J. Wiseman, and J. B. Goodenough. LixCoO2

(0<x≤1): A new cathode material for batteries of high energy density. Solid

State Ionics, 3-4:171–174, August 1981.

[6] Akira Yoshino, Kenichi Sanechika, and Takayuki Nakajima. Secondary battery,

u.s. patent (us4668595a), May 1987.

170



[7] Kazunori Ozawa. Lithium-ion rechargeable batteries with LiCoO2 and carbon

electrodes: the LiCoO2/C system. Solid State Ionics, 69(3):212–221, August

1994.

[8] Kang Xu. Nonaqueous Liquid Electrolytes for Lithium-Based Rechargeable

Batteries. Chemical Reviews, 104(10):4303–4418, October 2004.

[9] Eliana Quartarone and Piercarlo Mustarelli. Electrolytes for solid-state lithium

rechargeable batteries: recent advances and perspectives. Chemical Society

Reviews, 40(5):2525, 2011.

[10] Cheng Jiang, Huiqiao Li, and Chengliang Wang. Recent progress in solid-

state electrolytes for alkali-ion batteries. Science Bulletin, 62(21):1473–1490,

November 2017.

[11] Lei Fan, Shuya Wei, Siyuan Li, Qi Li, and Yingying Lu. Recent Progress of

the Solid-State Electrolytes for High-Energy Metal-Based Batteries. Advanced

Energy Materials, 8(11):1702657, 2018.

[12] Seong Jin An, Jianlin Li, Claus Daniel, Debasish Mohanty, Shrikant Nagpure,

and David L. Wood. The state of understanding of the lithium-ion-battery

graphite solid electrolyte interphase (SEI) and its relationship to formation

cycling. Carbon, 105:52–76, August 2016.

[13] J.-M. Tarascon and M. Armand. Issues and challenges facing rechargeable

lithium batteries. Nature, 414(6861):359–367, November 2001.

[14] Kang Xu. Electrolytes and Interphases in Li-Ion Batteries and Beyond. Chem-

ical Reviews, 114(23):11503–11618, December 2014.

[15] Alexander C. Kozen, Chuan-Fu Lin, Alexander J. Pearse, Marshall A.

Schroeder, Xiaogang Han, Liangbing Hu, Sang-Bok Lee, Gary W. Rubloff, and

171



Malachi Noked. Next-Generation Lithium Metal Anode Engineering via Atomic

Layer Deposition. ACS Nano, 9(6):5884–5892, June 2015.

[16] Akihiro Kushima, Kang Pyo So, Cong Su, Peng Bai, Nariaki Kuriyama,

Takanori Maebashi, Yoshiya Fujiwara, Martin Z. Bazant, and Ju Li. Liquid

cell transmission electron microscopy observation of lithium metal growth and

dissolution: Root growth, dead lithium and lithium flotsams. Nano Energy,

32:271–279, February 2017.

[17] Theodosios Famprikis, Pieremanuele Canepa, James A. Dawson, M. Saiful Is-

lam, and Christian Masquelier. Fundamentals of inorganic solid-state elec-

trolytes for batteries. Nature Materials, 18(12):1278–1291, December 2019.

[18] Abhik Banerjee, Xuefeng Wang, Chengcheng Fang, Erik A. Wu, and

Ying Shirley Meng. Interfaces and Interphases in All-Solid-State Batteries with

Inorganic Solid Electrolytes. Chemical Reviews, 120(14):6878–6933, July 2020.

[19] Feng Zheng, Masashi Kotobuki, Shufeng Song, Man On Lai, and Li Lu. Review

on solid electrolytes for all-solid-state lithium-ion batteries. Journal of Power

Sources, 389:198–213, June 2018.

[20] Zeeshan Ahmad, Tian Xie, Chinmay Maheshwari, Jeffrey C. Grossman, and

Venkatasubramanian Viswanathan. Machine Learning Enabled Computational

Screening of Inorganic Solid Electrolytes for Suppression of Dendrite Formation

in Lithium Metal Anodes. ACS Central Science, 4(8):996–1006, August 2018.

[21] Yunxing Zuo, Mingde Qin, Chi Chen, Weike Ye, Xiangguo Li, Jian Luo, and

Shyue Ping Ong. Accelerating materials discovery with bayesian optimization

and graph deep learning. Materials Today, 2021.

[22] Peng-Jie Lian, Bo-Sheng Zhao, Lian-Qi Zhang, Ning Xu, Meng-Tao Wu, and

Xue-Ping Gao. Inorganic sulfide solid electrolytes for all-solid-state lithium

172



secondary batteries. Journal of Materials Chemistry A, 7(36):20540–20557,

2019.

[23] Rusong Chen, Qinghao Li, Xiqian Yu, Liquan Chen, and Hong Li. Approaching

Practically Accessible Solid-State Batteries: Stability Issues Related to Solid

Electrolytes and Interfaces. Chemical Reviews, 120(14):6820–6877, July 2020.

[24] Michel Armand. The history of polymer electrolytes. Solid State Ionics,

69(3):309–319, August 1994.

[25] Krzysztof Jan Siczek. Chapter Seven - Electrolytes. In Krzysztof Jan Siczek, ed-

itor, Next-Generation Batteries with Sulfur Cathodes, pages 79–115. Academic

Press, January 2019.

[26] Mahmut Dirican, Chaoyi Yan, Pei Zhu, and Xiangwu Zhang. Composite solid

electrolytes for all-solid-state lithium batteries. Materials Science and Engi-

neering, 136:27–46, April 2019.

[27] Penghui Yao, Haobin Yu, Zhiyu Ding, Yanchen Liu, Juan Lu, Marino Lavorgna,

Junwei Wu, and Xingjun Liu. Review on Polymer-Based Composite Electrolytes

for Lithium Batteries. Frontiers in Chemistry, 7, 2019.

[28] J. B. Bates, N. J. Dudney, G. R. Gruzalski, R. A. Zuhr, A. Choudhury, C. F.

Luck, and J. D. Robertson. Electrical properties of amorphous lithium elec-

trolyte thin films. Solid State Ionics, 53-56:647–654, July 1992.

[29] J. B. Bates, N. J. Dudney, G. R. Gruzalski, R. A. Zuhr, A. Choudhury, C. F.

Luck, and J. D. Robertson. Fabrication and characterization of amorphous

lithium electrolyte thin films and rechargeable thin-film batteries. Journal of

Power Sources, 43(1):103–110, March 1993.

173



[30] J. B. Bates, G. R. Gruzalski, N. J. Dudney, C. F. Luck, and Xiaohua Yu.

Rechargeable thin-film lithium batteries. Solid State Ionics, 70-71:619–628,

May 1994.

[31] W. C West, J. F Whitacre, and J. R Lim. Chemical stability enhancement of

lithium conducting solid electrolyte plates using sputtered LiPON thin films.

Journal of Power Sources, 126(1):134–138, February 2004.

[32] Yoongu Kim, Gabriel M. Veith, Jagjit Nanda, Raymond R. Unocic, Miaofang

Chi, and Nancy J. Dudney. High voltage stability of LiCoO2 particles with a

nano-scale LiPON coating. Electrochimica Acta, 56(19):6573–6580, July 2011.

[33] Keerthi Senevirathne, Cynthia S. Day, Michael D. Gross, Abdessadek Lachgar,

and N. A. W. Holzwarth. A new crystalline LiPON electrolyte: Synthesis,

properties, and electronic structure. Solid State Ionics, 233:95–101, February

2013.
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Zérah, and Josef W. Zwanziger. The abinit project: Impact, environment and

recent developments. Comput. Phys. Commun., 248:107042, 2020. Available

from the website https://www.abinit.org/.

[55] Paolo Giannozzi, Oscar Baseggio, Pietro Bonfà, Davide Brunato, Roberto Car,
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[65] V. Fock. Näherungsmethode zur Lösung des quantenmechanischen

Mehrkörperproblems. Zeitschrift für Physik, 61(1):126–148, January 1930.

[66] J. D. Jackson. Classical electrodynamics. Wiley, New York, 3rd edition, 1998.

178



[67] D. R. Hartree. The Wave Mechanics of an Atom with a Non-Coulomb Central

Field. Part I. Theory and Methods. Mathematical Proceedings of the Cambridge

Philosophical Society, 24(1):89–110, January 1928.

[68] P. Hohenberg and W. Kohn. Inhomogeneous Electron Gas. Phys. Rev.,

136(3B):B864–B871, November 1964.

[69] W. Kohn and L. J. Sham. Self-Consistent Equations Including Exchange and

Correlation Effects. Phys. Rev., 140(4A):A1133–A1138, November 1965.

[70] L. H. Thomas. The calculation of atomic fields. Mathematical Proceedings of

the Cambridge Philosophical Society, 23(5):542–548, January 1927.

[71] E. Fermi. Un metodo statistico per la determinazione di alcune priorieta

dell’atome. Rend. Accad. Naz. Lincei, 6:602, 1927.

[72] D. M. Ceperley and B. J. Alder. Ground State of the Electron Gas by a Stochas-

tic Method. Phys. Rev. Lett., 45(7):566–569, August 1980.

[73] J. P. Perdew and Alex Zunger. Self-interaction correction to density-functional

approximations for many-electron systems. Phys. Rev. B, 23(10):5048–5079,

May 1981.

[74] David C. Langreth and M. J. Mehl. Easily Implementable Nonlocal Exchange-

Correlation Energy Functional. Phys. Rev. Lett., 47(6):446–450, August 1981.

[75] A. D. Becke. Density-functional exchange-energy approximation with correct

asymptotic behavior. Phys. Rev. A, 38(6):3098–3100, September 1988.

[76] John P. Perdew, J. A. Chevary, S. H. Vosko, Koblar A. Jackson, Mark R.

Pederson, D. J. Singh, and Carlos Fiolhais. Atoms, molecules, solids, and

surfaces: Applications of the generalized gradient approximation for exchange

and correlation. Phys. Rev. B, 46(11):6671–6687, September 1992.

179



[77] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized Gradi-

ent Approximation Made Simple. Phys. Rev. Lett., 77(18):3865–3868, October

1996.

[78] John P. Perdew, Adrienn Ruzsinszky, Gábor I. Csonka, Oleg A. Vydrov, Gus-

tavo E. Scuseria, Lucian A. Constantin, Xiaolan Zhou, and Kieron Burke.

Restoring the density-gradient expansion for exchange in solids and surfaces.

Phys. Rev. Lett., 100:136406, Apr 2008.

[79] Guido Petretto, Shyam Dwaraknath, Henrique P.C. Miranda, Donald Winston,

Matteo Giantomassi, Michiel J. van Setten, Xavier Gonze, Kristin A. Pers-

son, Geoffroy Hautier, and Gian-Marco Rignanese. High-throughput density-

functional perturbation theory phonons for inorganic materials. Scientific Data,

5(1):180065, December 2018.

[80] Susi Lehtola, Conrad Steigemann, Micael J.T. Oliveira, and Miguel A.L. Mar-

ques. Recent developments in libxc — a comprehensive library of functionals

for density functional theory. SoftwareX, 7:1–5, 2018.
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