Numerical Linear Algebra Name (Print): k € y.
Fall 2017 ’
Exam 2

11/03/17

This exam contains 9 pages (including this cover page) and 8 problems. Check to see if any pages
are missing. Enter all requested information on the top of this page, and put your initials on the
top of every page, in case the pages become separated.

The following rules apply:

e If you use a “fundamental theorem” you .
, o . : Problem | Points | Score

must.indicate this and explain why the theorem

may be applied. ) 10
e Organize your work, in a reasonably neat and

coherent way, in the space provided. Work scat- 2 15

tered all over the page without a clear ordering

will receive very little credit. 3 15
e Short answer questions: Questions labeled as 4 15

“Short Answer” can be answered by simply writ-

ing an equation or a sentence or appropriately 5 15

drawing a figure. No calculations are necessary or

expected for these problems. 6 15
e Unless the question is specified as short an-

swer, mysterious or unsupported answers 7 15

might not receive full credit. An incorrect

answer supported by substantially correct calcu- 8 0

lations and explanations might still receive partial

credit. Total: 100

Do not write in the table to the right.
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1. {10 points) Suppose f, ¢ : R — R satisfy

. flr =
M e
lim f{x)

z-+00 ()

=0.

(a) (5 points) Is f(z) = O(g(x)) as z — 07 Is g(z) = O(f(x)) as = — 07 Briefly explain.
E‘:(am E\ ¢ ' _
= 4
Stxy=xt %00 @-(? ) a5 x=>0.

T

2()( y=Xx ¥ /} 7—_—-_;("\' ;(XB# 8'(.'?()(3
1\ =Xt

1 4

{b) (5 points) Is f(z) = O(g(z)) as z = 00? Is g(x) = O(f(x)) as © — co? Briefly explain.
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2. (15 points) Consider an algorithm for the problem of computing the {(full) QR factorization of
a matrix A € R*"*". The data for this problem is a matrix A, and the solution is a unitary
matrix (¢ and an upper triangular matrix K. Can this algorithm be backward stable? Explain.

This Cannot he backwards sible Since § will
have Foond o f-L erronr and +hvs hot be Uh:"'ﬂ;’-
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3. (15 points) Consider the following Matlab code provided below. Find an asymptotic formula
for the number of flops for this algorithm.

function [B,C] = Exam2 (i)
EEE TR IE T R T A I L E R T R R R E R R R LR T IR L L EE LT EE R RS T
Exam 2

This algorithm does something to a matrix.

[C= T I - R < N

%
%
%
%
%
% Inputs:
1w % 1. A (nxn) matrix.
%
%
%
%
%
%

Ouputs:
1. B (nxn) matrix.
2. C (nxn) matrix.

FEEEEEELLEEHILIHSITETIITTIEILRRLLTLSHRLLLLLLDLLLLILLHALDL4LTLLLLLH448%93%%

18 %% Extracting information from A and allocating space for matries
19 [=,nl=size{A);
20 B=zerosi(n,n);
21 C=zeros(n,n);

23 %% Main loop
24 for j=l:n,

25 v=A{:,j};

26

27 for i=1:j-1,

28 v=B{:,1i);

20 aj=A({:,3);

30 Cli,jr=v'+~aj; —> AR A H'-} h add‘i""‘\'Oﬂ&
" e vEv=Cll 1) eviey |y Imvl-l-J N Svbirattins
33

34 Bi:,j)=v/norm(v);

35 end

Flops~ Eh_- 4-2:.\ Lns
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4. (15 points) Consider the following problem:
fz)=2z+1

and the following algorithin for computing this problem on a computer:

flz)=_2ef(z)a1

Is this algorithm backwards stable? Is this algorithm stable?

THY=(2 @SN B
= (2 @x04£)) B
= (2% (1+5)) B
=2x0+£)05,) +} (1)
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L et
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Let X = X0 +0)UA )04 4.}, Then,
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i SN ) 2x R+ E) (14, )+ 5, 1)

Also, X -xl\ = 0(5.). Taerefore, Hne a\;,or;%m s Forward
1)
Steble.
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5. (15 points) Suppose A € R? has the following singular value decomposition:

10 0 0
A=Uj0o 1 0 |V
1073

0 0

1073
F=|100].
1

If AT is computed using a backwards stable algorithm, what is the largest absolute error unth
respect to the two norm between the exact value AT and the vector computed by the algorithm.

K= 10 —)pt.
bo>

= || $00-Fool) < 5™
1S GOl
Now, 1| Sl =} Ax1=10

= | S -Fralj= (ol

and £ € B3 is given by
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6. (15 points) Given the vector F € R? defined by
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7. (15 points) For students who are not MST graduate students.

(a) (10 points) Suppose A € R" is nonsingular. Prove that the relative condition number
1(A) = |A)||| A~ relative to the two norm satisfies

K(A) > 1.
Kit)= 05 2 ;=)
7w 71

(b) (5 points) For a very simple reason the relative condition number for any problem cannot
be less than 1. Explain why this must be true by assuming there exists a backwards stable
algorithm for the problem.

TS WM less #hon | Has would iwpls
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8. (15 points) For MST graduate students only. Other students can do this problem
for potential bonus points.

(a) (10 points) Suppose A € R is nonsingular and p € R satisfies 1 < p < co. Prove that the
condition number x(4) = || Al[||A~!| relative to the norm || - ||, satisfies

k(A) > 1.

4=NITN=NA A < ML HA YL =AY

(b) (5 points) For a very simple reason the relative condition number for any problem cannot
be less than 1. Explain why this must be true by assuming there exists a backwards stable
algorithm for the problem.

See FrOh\Ch\ ®7-






