VANISHING AND NON-VANISHING OF TRACES OF HECKE OPERATORS

JEREMY ROUSE

Abstract. Using a reformulation of the Eichler-Selberg trace formula, due to Frechette, Ono and Papanikolas, we consider the problem of the vanishing (resp. non-vanishing) of traces of Hecke operators on spaces of even weight cusp forms with trivial Nebentypus character. For example, we show that for a fixed operator and weight, the set of levels for which the trace vanishes is effectively computable. Also, for a fixed operator the set of weights for which the trace vanishes (for any level) is finite. These results motivate the “generalized Lehmer conjecture,” that the trace does not vanish for even weights $2k \geq 16$ or $2k = 12$.

1. Introduction and Statement of Results

Let $S_{2k}(\Gamma_0(N))$ denote the finite dimensional $\mathbb{C}$-vector space of cusp forms of weight $2k$ on the congruence subgroup $\Gamma_0(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) : c \equiv 0 \pmod{N} \right\}$. For $f \in S_{2k}(\Gamma_0(N))$, $f(z) = \sum_{m=1}^{\infty} a_m q^m$, $q = e^{2\pi iz}$, the $n$th Hecke operator $T_n$ acts by

$$T_n f(z) = \sum_{m=1}^{\infty} \left( \sum_{d | \gcd(m,n)} d^{2k-1} a_{mn/d^2} \right) q^m.$$

It is easy to see that $T_n$ is a linear map and Proposition 35 of [5] (pg. 160) implies that $T_n$ maps $S_{2k}(\Gamma_0(N))$ into $S_{2k}(\Gamma_0(N))$. Let $\text{Tr}_{2k}(\Gamma_0(N), n)$ denote the trace of this linear map.

The study of the numbers $\text{Tr}_{2k}(\Gamma_0(N), n)$ is a classical problem and is the source of many conjectures and open problems. As usual, let $\Delta(z)$ be the unique normalized cusp form of weight 12 on $\Gamma_0(1)$ and let

$$\Delta(z) = \sum_{n=1}^{\infty} \tau(n) q^n = q - 24q^2 + 252q^3 + \cdots,$$
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be its Fourier expansion. Since $\Delta(z)$ is the unique normalized cusp form of weight 12 on $SL_2(\mathbb{Z})$, it is an eigenform of $T_n$ for all $n$ with eigenvalue $\tau(n)$. Thus, $\text{Tr}_{12}(\Gamma_0(1), n) = \tau(n)$. Lehmer conjectured in [6] that $\tau(n) \neq 0$ for any $n \geq 1$.

There are three natural aspects to consider when studying the vanishing and non-vanishing of the function $\text{Tr}_{2k}(\Gamma_0(N), n)$, which are afforded by fixing two of the variables $k, N, n$ and letting the third vary. For example if $N$ and $n$ are fixed and $k$ varies, Frechette, Ono and Papanikolas show in [2] that the function

$$R(\Gamma_0(N), n, x) = \sum_{k=1}^{\infty} \text{Tr}_{2k}(\Gamma_0(N), n)x^{k-1}$$

is a rational function of $x$ and hence as $k$ varies the traces $\text{Tr}_{2k}(\Gamma_0(N), n)$ are governed by a linear recurrence relation. From this, it is easy to determine $p$-adic information about $\text{Tr}_{2k}(\Gamma_0(N), n)$, investigate the asymptotics of $\text{Tr}_{2k}(\Gamma_0(N), n)$ as a function of $k$, etc. The second aspect is to consider $\text{Tr}_{2k}(\Gamma_0(N), n)$ for a fixed $k$ and $N$ as $n$ varies. This problem can be studied using packets of Galois representations of Deligne and Serre. Deligne and Serre interpret Hecke eigenvalues as the traces of representations of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$, so $\text{Tr}_{2k}(\Gamma_0(N), n)$ can be interpreted as the sum of traces of representations. In this direction, Serre’s Theorem 15 of [13] (pg. 374) implies that

$$\# \{p < x : \tau(p) = 0\} = O \left( \frac{x}{(\log x)^{3/2}} \right),$$

so the density of primes $p$ for which $\tau(p) = 0$ is zero (it is well-known that $\tau(n) = 0$ only if $\tau(p) = 0$ for some prime $p|n$). The third aspect is to fix $k$ and $n$ and let $N$ vary. This is the problem we will consider. Throughout, $k, n$ and $N$ will denote positive integers.

Our first result is that for a fixed $n$ and $2k$ with $n$ not a square, there is an algorithm to compute the set of levels $N$ coprime to $n$ for which $\text{Tr}_{2k}(\Gamma_0(N), n) = 0$. More specifically, one can give necessary and sufficient conditions under which $\text{Tr}_{2k}(\Gamma_0(N), n) = 0$ based on the number of prime factors of $N$ in various residue classes. This algorithm is described explicitly in Section 3. For example, we illustrate this algorithm and characterize the set of pairs $(N, k)$ with $N$ odd for which $\text{Tr}_{2k}(\Gamma_0(N), 2) = 0$ (see Sections 6 and 7).

There are a number of results that follow from this algorithm.

**Theorem 1.1.** Suppose that $n \geq 1$ is not a square. Then there exists an integer $m(n)$ such that if $\text{Tr}_2(\Gamma_0(N), n) = 0$ with $\gcd(N, n) = 1$ then $N$ has no more than $m(n)$ distinct prime factors.
For \( n \) not a square and \( 2k \in \{4, 6, 8, 10, 14\} \) it is easy to find \( N \) with many distinct prime factors for which \( \text{Tr}_{2k}(\Gamma_0(N), n) = 0 \).

**Theorem 1.2.** If \( n \geq 1 \) is not a square and \( 2k \in \{4, 6, 8, 10, 14\} \), then the proportion of primes \( p \) for which \( \text{Tr}_{2k}(\Gamma_0(p), n) = 0 \) is at least \( \frac{1}{2 \sqrt{4n} + 1} \).

From Theorem 1.2, it follows that if \( 2k \in \{4, 6, 8, 10, 14\} \) and \( n \) is not a square, then there are infinitely many \( N \) for which \( \text{Tr}_{2k}(\Gamma_0(N), n) = 0 \). If \( 2k = 2 \), the same result follows for a large class of \( n \), where the levels \( N \) are of course still subject to Theorem 1.1.

**Theorem 1.3.** Suppose that \( n \geq 1 \) is not a square, \( f \in \{3, 4, 5, 7, 13\} \) and \( \chi(n) = -1 \) where \( \chi \) is the unique, real, non-principal Dirichlet character of conductor \( f \). Then there are infinitely many \( N \) coprime to \( n \) such that \( \text{Tr}_{2}(\Gamma_0(N), n) = 0 \).

This result motivates the following conjecture.

**Conjecture 1.4.** Suppose that \( n \geq 1 \) is not a square. Then there exist infinitely many \( N \) coprime to \( n \) such that \( \text{Tr}_{2}(\Gamma_0(N), n) = 0 \).

Using results similar to Theorem 1.3, the above conjecture has been verified numerically for all \( n < 1500 \).

Regarding non-vanishing, we have Theorem 1.1 in the case of weight 2. In general, finding \( N, n \) for which \( \text{Tr}_{2k}(\Gamma_0(N), n) = 0 \) when \( 2k = 12 \) or \( 2k \geq 16 \) is substantially harder. In fact, implementing the algorithm described in Section 3, the author has shown that for \( n \) not a square, \( n \leq 22 \) there are no levels \( N \) coprime to \( n \) with \( \text{Tr}_{2k}(\Gamma_0(N), n) = 0 \) for \( 2k = 12 \), or \( 16 \leq 2k \leq 100 \). This motivates the following “Generalized Lehmer Conjecture:”

**Conjecture 1.5.** If \( n \geq 1 \) is not a square, \( \gcd(N, n) = 1 \) and \( 2k = 12 \) or \( 2k \geq 16 \) then

\[ \text{Tr}_{2k}(\Gamma_0(N), n) \neq 0. \]

In Section 7, we prove this conjecture for \( n = 2 \). This conjecture is supported by the following theorem which indicates the paucity of weights for which the trace vanishes.

**Theorem 1.6.** If \( n \geq 1 \) is not a square, then the set

\[ \{k \geq 1 : \text{there is an } N \text{ coprime to } n \text{ with } \text{Tr}_{2k}(\Gamma_0(N), n) = 0\} \]

is finite. Moreover, if \( m = 7 \sqrt{n} \) then there are at most \( (2m)^{36m^3} \) such \( k \).

**Theorem 1.7.** If \( n \geq 1 \) is not a square, then

\[ \#\{0 < N < x : \gcd(N, n) = 1, \text{Tr}_{2k}(\Gamma_0(N), n) = 0 \text{ for some } k \geq 1\} = O_n\left(\frac{x}{\sqrt{\log x}}\right). \]
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2. THE EICHLER-SELBERG TRACE FORMULA

In this section, we will state in full the reformulation of the Eichler-Selberg trace formula (specializing to our purposes) as given in [2]. We will make some important observations about how the trace varies as a function of the level.

First, we will define the various rational constants appearing in the Eichler-Selberg trace formula (following [4]).

Definition. Suppose that $n \geq 1$ is fixed and $s$ is an integer such that $s^2 - 4n < 0$ or $s^2 - 4n$ is a positive square. Let $t_0$ be the largest positive integer such that $t_0^2|(s^2 - 4n)$.

Then, let

\[
t(s, n) = \begin{cases} 
st_0 & \text{if } (s^2 - 4n)/(t_0^2) \equiv 1 \pmod{4} \\
(t_0/2) & \text{if } (s^2 - 4n)/(t_0^2) \equiv 2, 3 \pmod{4}.
\end{cases}
\]

Definition. For $n \geq 1$ fixed, $s$ an integer such that $s^2 - 4n$ is a positive square or is negative and some $f|t(s, n)$ define

\[
b(s, f, n) = \begin{cases} 
\frac{1}{2}\phi((s^2 - 4n)^{1/2}/f) & \text{if } s^2 - 4n > 0 \\
h((s^2 - 4n)/f^2)/\omega((s^2 - 4n)/f^2) & \text{if } s^2 - 4n < 0,
\end{cases}
\]

where $\phi$ denotes Euler’s $\phi$-function, $h(-d)$ denotes the class number of the imaginary quadratic order $R$ of discriminant $-d$, and $\omega(-d)$ denotes half the cardinality of the group of units of $R$.

Definition. Suppose $n \geq 1$ is fixed, $\ell$ is a prime, $s$ is an integer such that $s^2 - 4n$ is a positive square or is negative, $f|t(s, n)$, and $N$ is a positive integer coprime to $n$. Let $v = \text{ord}_\ell(N)$ and let $b = \text{ord}_\ell(f)$. Let $A$ denote the number of incongruent (mod $\ell^{v+b}$) solutions to the system of congruences

\[
\Phi(x) = x^2 - sx + n \equiv 0 \pmod{\ell^{v+b}} \\
2x \equiv s \pmod{\ell^b},
\]

and let $B$ denote the number of incongruent (mod $\ell^{v+b}$) solutions to

\[
\Phi(x) = x^2 - sx + n \equiv 0 \pmod{\ell^{v+2b+1}} \\
2x \equiv s \pmod{\ell^b}.
\]

Define the integer $c(s, f, N, n, \ell)$ by

\[
c(s, f, N, n, \ell) = \begin{cases} 
A & \text{if } (s^2 - 4n)/f^2 \neq 0 \pmod{\ell} \\
A + B & \text{if } (s^2 - 4n)/f^2 \equiv 0 \pmod{\ell}.
\end{cases}
\]
and let
\[ c(s, f, N, n) = \prod_{\ell \mid N} c(s, f, N, n, \ell). \]

**Definition.** Let
\[ R(\Gamma_0(N), n; x) = \sum_{k=1}^{\infty} \text{Tr}_{2k}(\Gamma_0(N), n)x^{k-1} \]
denote the generating function for the trace as the weight varies.

The following is Theorem 3.3 of [2] and is the reformulation of the Eichler-Selberg trace formula we will use.

**Theorem 2.1.** If \( N \) and \( n \) are positive coprime integers and \( n \) is not a square, then
\[
R(\Gamma_0(N), n; x) = \sigma_1(n) + \sum_{d \mid n, \, d < \sqrt{n}} \frac{2d^2}{n - d^2} \sum_{f \mid (\frac{n}{d} - d)} b(\frac{n}{d} + d, f, n)c(\frac{n}{d} + d, f, N, n)
\]
\[
- \frac{1}{2} \sum_{s \in \mathbb{Z}, \, s^2 - 4n < 0} \sum_{f \mid t(s, n)} b(s, f, n)c(s, f, N, n) \frac{nx + 1}{n^2x^2 + (2n - s^2)x + 1},
\]
where \( \sigma_1(n) \) denotes as usual the sum of the divisors of \( n \).

**Remark.** Note that the only dependence on the level \( N \) in the above formula is in the constants \( c(s, f, N, n) \). Also, since \( c(n/d + d, f, N, n) \) counts solutions to
\[
x^2 - \left( \frac{n}{d} + d \right)x + n = (x - n/d)(x - d) \equiv 0 \]
modulo powers of primes dividing \( N \), \( c(n/d + d, f, N, n) > 0 \).

### 3. Algorithm Determining Trace Zero Levels

As mentioned above, the only dependence on the level \( N \) in the trace formula is the constants \( c(s, f, N, n) \).

**Lemma 3.1.** Let \( c(s, f, N, n) \) denote the constants appearing in the Eichler-Selberg trace formula. If \( \ell \) is a prime and \( \text{ord}_\ell(s^2 - 4n) = e \), then for any \( j \geq 1 \) we have
\[
c(s, f, \ell^{e+1}, n) = c(s, f, \ell^e, n).
\]

To describe the algorithm to determine the set of \( N \) for which \( \text{Tr}_{2k}(\Gamma_0(N), n) = 0 \), we need some definitions.

**Definition.** For \( n \geq 1 \) not a square and a positive integer \( N \) coprime to \( n \), let \( V(n, N) \) be the row vector whose entries are \( c(s, f, N, n) \) for all \( s^2 < 4n \) and \( f \mid t(s, n) \) together with \( c(n/d + d, f, N, n) \) for all \( d \mid n, \, d < \sqrt{n} \) and \( f \mid (n/d - d) \).
For example,
\[
V(3, 11) = \{c(0, 1, 11, 3), c(0, 2, 11, 3), c(1, 1, 11, 3), c(2, 1, 11, 3), c(3, 1, 11, 3),
\]
\[
c(4, 1, 11, 3), c(4, 2, 11, 3)\} = [0, 0, 1, 2, 0, 2, 2].
\]

**Definition.** Say that \(V(n, N_1)\) and \(V(n, N_2)\) are “projectively equivalent” if there exists \(\lambda \in \mathbb{Q}^\times\) such that \(V(n, N_1) = \lambda V(n, N_2)\).

**Remark.** Suppose \(n \geq 1\) is not a square, \(N_1\) and \(N_2\) are coprime to \(n\) and \(2k \geq 4\). If \(V(n, N_1)\) and \(V(n, N_2)\) are projectively equivalent, then the trace formula implies that
\[
\text{Tr}_{2k}(\Gamma_0(N_1), n) = \lambda \text{Tr}_{2k}(\Gamma_0(N_2), n).
\]
Hence, \(\text{Tr}_{2k}(\Gamma_0(N_1), n) = 0\) if and only if \(\text{Tr}_{2k}(\Gamma_0(N_2), n) = 0\).

**Definition.** For \(n \geq 1\) not a square and \(\ell\) a prime, let
\[
M(n, \ell) = \max \left\{ \max_{s^2 < 4n} \left( \text{ord}_\ell(s^2 - 4n) \right), \max_{d|n, d < \sqrt{n}} \left( \text{ord}_\ell(n/d - d) \right) \right\} + 1
\]
if \(\gcd(\ell, n) = 1\) and there exists an \(s\) such that \(\ell|(s^2 - 4n)\) or a \(d < \sqrt{n}\) such that \(\ell|(n/d - d)\). Otherwise, let \(M(n, \ell) = 0\). Let \(M(n) = \prod_\ell \ell^{M(n, \ell)}\).

The following result is the key to the algorithm determining the set of levels \(N\) with \(\gcd(n, N) = 1\) for which \(\text{Tr}_{2k}(\Gamma_0(N), n) = 0\).

**Lemma 3.2.** For a fixed positive integer \(n \geq 1\) not a square, and any positive integer \(N\) coprime to \(n\), there exists \(N_0|M(n)\) and \(\epsilon_s \in \{0, 1\}\) such that \(V(n, N)\) is projectively equivalent to a vector whose entries are \(\epsilon_s c(s, f, N_0, n)\) followed by \(c(n/d + d, f, N_0, n)\).

**Definition.** Define the sequence \(d(s, 2k, n)\) as follows.
\[
\sum_{k=1}^{\infty} d(s, 2k, n)x^{k-1} = \frac{nx + 1}{n^2x^2 + (2n - s^2)x + 1}.
\]

**Algorithm for \(2k \geq 4\)**

Step I: Determine all choices of \(N_0|M(n)\) and all choices of \(\epsilon_s\) for which
\[
\sum_{d|n} \frac{2d^{2k}}{n - d^2} \sum_{f|(n/d - d)} b(n/d + d, f, n)c(n/d + d, f, N_0, n)
\]
\[
+ \frac{1}{2} \sum_{s \in \mathbb{Z}} \epsilon_s \sum_{f|(s, n)} b(s, f, n)c(s, f, N_0, n)d(s, 2k, n) = 0.
\]
Step II: For each of these choices of $N_0$ and $\epsilon_s$, find all levels $N$ that are multiples of $N_0$ with $\gcd(N, M(n)) = N_0$ such that $V(n, N)$ is projectively equivalent to the vector consisting of the $\epsilon_s c(s, f, N_0, n)$, together with the $c(n/d + d, f, N_0, n)$. This can be done as follows. First, if for some $s$, $c(s, f, N_0, n) = 0$ for all $f | t(s, n)$, then the choice of $\epsilon_s$ is irrelevant. If $\epsilon_s = 0$ and $c(s, f, N_0, n) \neq 0$ for some $f$ then $c(s, f, N, n)$ must be zero and hence there must be a prime $p | N$ coprime to $M(n)$ for which $c(s, f, N, n, p) = 0$, which happens if and only if $(\frac{s^2 - 4n}{p}) = -1$. If $\epsilon_s = 1$ and $c(s, f, N, n) \neq 0$ for some $f$, then $c(s, f, N, n)$ must be nonzero and hence $c(s, f, N, n, p) > 0$ for all $p | N$ and hence $(\frac{s^2 - 4n}{p}) = 0$ or 1 for all $p | N$.

Further, if $M(n, p) > 0$ then since $\gcd(N, M(n)) = N_0$, $\ord_p(N) = \ord_p(N_0)$ or $\ord_p(N) > M(n, p)$ and hence $c(s, f, N, n, p) = c(s, f, N_0, n, p)$, by Lemma 3.1.

In summary, let $N = N_0 N_1 N_2$ where $N_0 = \gcd(N, M(n))$, $N_1 = \prod_{p | M(n)} p^\max\{|\ord_p(N) - M(n, p)|, 0\}$ and $N_2 = N/(N_0 N_1)$ (so $N_2$ is coprime to $M(n)$). Then, $V(n, N)$ is projectively equivalent to the vector consisting of the $\epsilon_s c(s, f, N_0, n)$ together with the $c(n/d + d, f, N, n)$ if and only if

1. For all $s$ with $\epsilon_s = 0$ and $c(s, f, N_0, n) \neq 0$ for some $f$, there exists $p | N_2$ with $(\frac{s^2 - 4n}{p}) = -1$.

2. For all $s$ with $\epsilon_s = 1$ and $c(s, f, N_0, n) \neq 0$ for some $f$, for all $p | N_2$, $(\frac{s^2 - 4n}{p}) = 1$.

Remark: The first step of the algorithm is a finite calculation, since there are finitely many $N_0 | M(n)$ and finitely many possibilities for each $\epsilon_s$. For each of the valid choices of $\epsilon_s$ and $N_0 | M(n)$, the second step specifies explicitly computable finite unions of arithmetic progressions $A$ and $B$ such that $\text{Tr}_{2k}(\Gamma_0(N), n) = 0$ (with $N$ subject to the choice of the $\epsilon_s$ and $N_0$) if and only if at least one of the prime factors of $N_2$ is in $A$ and all of the prime factors of $N_2$ are in $B$.

We will prove Lemma 3.2 and Lemma 3.1 then discuss the algorithm in the weight 2 case.

The general idea in the proof of Lemma 3.2 is as follows. If $N_0 | M(n)$ and $N = N_0 p^r$ for some $p$ coprime to $M(n)$ then $c(s, f, N, n)$ is either 0 or $2c(s, f, N_0, n)$. On the other hand, if $N_0 | M(n)$ and $p | M(n)$ are such that $\ord_p(N_0) = \ord_p(M(n))$ then Lemma 3.1 implies that $c(s, f, N_0 p^r, n, p) = c(s, f, N_0, n, p)$.

Proof of Lemma 3.2. Suppose that $N \geq 1$ is coprime to $n$. Note that if $p | N$ and $\gcd(p, M(n)) = 1$ then Hensel’s Lemma implies that $c(s, f, N, n, p) = 1 + (\frac{s^2 - 4n}{p})$. Let $\epsilon_s = 0$ if there is a prime $p | N$ coprime to $M(n)$ with $(\frac{s^2 - 4n}{p}) = -1$, and let $\epsilon_s = 1$ otherwise. Hence, if $\ord_p(N) = r$ then $2\epsilon_s c(s, f, N/p^r, n) = \epsilon_s c(s, f, N, n)$ (and $2c(n/d + d, f, N/p^r, n) = c(n/d + d, f, N, n)$). Thus, $V(n, N)$ is projectively equivalent to the vector whose entries are $\epsilon_s c(s, f, N/p^r, n)$ (followed by $c(n/d + d, f, N/p^r, n)$).

Hence, we may assume that if $p | N$ then $p | M(n)$. Now, if $N$ does not divide $M(n)$ then there exists $p | N$ with $\ord_p(N) > \ord_p(M(n))$. Let $r = \ord_p(N) - \ord_p(M(n))$. 


Then, Lemma 3.1 implies that $c(s, f, N, n, p) = c(s, f, N/p^r, n, p)$. Similarly, $c(n/d + d, f, N, n, p) = c(n/d + d, f, N/p^r, n, p)$ and hence we may assume that $N|M(n)$ as desired.

Before we prove Lemma 3.1 we will recall one version of Hensel’s Lemma.

**Lemma 3.3** (Hensel). Suppose that $f \in \mathbb{Z}[x]$, $x, n, k \in \mathbb{Z}$ with $0 \leq 2k < n$. Suppose that $f(x) \equiv 0 \pmod{p^n}$ and that $\text{ord}_p(f'(x)) = k$. Then if $r \geq 0$ then there exists $y \in \mathbb{Z}$ with

$$f(y) \equiv 0 \pmod{p^{n+r}}, \quad x \equiv y \pmod{p^{n-k}}.$$  

Moreover, $y$ is unique mod $p^{n-k+r}$.

**Proof.** This is well-known. For example, it is a repeated application of the Lemma in Section 2.2 of Chapter 2 of [11] (pg. 14).

**Proof of Lemma 3.1.** If $x$ is a solution to $\Phi(x) \equiv 0 \pmod{\ell^{e+1+2b}}$ we will show that $x$ is unique mod $\ell^{e/2+1+2b}$ and that for all $r \geq 0$, there is a $y$ such that $\Phi(y) \equiv 0 \pmod{\ell^{e+1+2b+r}}$ and $x \equiv y \pmod{\ell^{e/2+1+2b}}$. From this the result follows.

Let $b = \text{ord}_\ell(f)$. Since $f[t(s, n) + t(s, n)^2](s^2 - 4n)$, it follows that $b \leq \text{ord}_\ell(t) \leq 1/2 \text{ord}_\ell(s^2 - 4n) = e/2$.

Suppose that $x \in \mathbb{Z}$ and $\Phi(x) \equiv 0 \pmod{\ell^{e+1+2b}}$. Then, we have that

$$4\Phi(x) = (2x - s)^2 - (s^2 - 4n) \equiv 0 \pmod{\ell^{e+1+2b}}.$$  

Since $\text{ord}_\ell(s^2 - 4n) = e$, it follows that $\text{ord}_\ell(2x - s) = \text{ord}_\ell(\Phi(x)) = e/2$. Setting $n = e + 1 + 2b$, $k = e/2$ we have that $2k < n$ and Hensel’s lemma applies. Setting $r = 0$ gives that $x$ is unique mod $\ell^{e/2+1+2b}$.

From this we get that there is a $y$ with $\Phi(y) \equiv 0 \pmod{\ell^{e+1+2b+r}}$ and $y \equiv x \pmod{\ell^{e/2+1+2b}}$ giving $2y \equiv s \pmod{\ell^{2b}}$. Thus, for all $r \geq 0$ there is one $y$ mod $\ell^{e/2+1+2b}$ such that $\Phi(y) \equiv 0 \pmod{\ell^{e+1+2b+r}}$. Since $e+1+b = e/2 + 1 + 2b + (e/2 - b) \geq e/2 + 1 + 2b$, it follows that $y$ is unique modulo $\ell^{e+1+b}$. Thus, $c(s, f, \ell^{e+1+b}, n) = c(s, f, \ell^{e+1}, n)$.

Now, we will discuss the algorithm in the weight 2 case. First, we will prove Theorem 1.1.

**Proof of Theorem 1.1.** Let $M$ be the number of distinct prime factors of $M(n)$. Let

$$m = M + \text{ord}_2(\sigma_1(n)) + \max \left\{ 3, \max_d \left( \text{ord}_2(n - d^2) \right) \right\}.$$  

If $\ell$ is not one of the $M$ prime divisors of $M(n)$, then $c(s, f, N, n, \ell) = 0$ or 2 from Hensel’s Lemma and $c(n/d + d, f, N, n, \ell) = 2$. In particular, $c(s, f, N, n, \ell)$ is even. Suppose that $\text{Tr}_2(\Gamma_0(N), n) = 0$ and $N$ has more than $m$ distinct prime factors. Then, the argument above shows that each $c(s, f, N, n)$ and each $c(n/d + d, f, N, n)$
is a multiple of $2^{m-M}$. Then, the trace formula has the form
\[
\sigma_1(n) = \sum_{d|n,d<\sqrt{n}} f((n/d-d) \frac{2d^2}{n-d^2}b(n/d + d, f, n)c(n/d + d, f, N, n) + \sum_{s^2<4n} f(s) \frac{1}{2} b(s, f, n)c(s, f, N, n).
\]

The power of two dividing the left hand side is $\text{ord}_2(\sigma_1(n))$. Each term in the first sum on the right hand side is a multiple of $2^r$ where
\[
r = 1 - \text{ord}_2(n - d^2) + (m - M)
\]
\[
\geq -\text{ord}_2(n - d^2) + \text{ord}_2(\sigma_1(n)) + \text{ord}_2(n - d^2) + 1
\]
\[
\geq \text{ord}_2(\sigma_1(n)) + 1.
\]

Each term in the second sum is a multiple of $2^r$ where $r = -2 + (m - M)$, since $\text{ord}_2(b(s, f, n)) \geq -1$. Now, $r \geq -2 + 3 + \text{ord}_2(\sigma_1(n)) = \text{ord}_2(\sigma_1(n)) + 1$. Thus, the right hand side is a multiple of a higher power of 2 than the left hand side, a contradiction. \hfill □

Algorithm for $2k = 2$

Step I: Find all choices of $0 \leq a \leq m(n)$, all choices of the $\epsilon_s$, and all choices of $N_0|M(n)$ so that if $c(s, f, N, n) = 2^a \epsilon_s c(s, f, N_0, n)$, then the trace is zero.

Step II: For each such solution find all $N$ coprime to $n$ with $N_0|N$, $\gcd(N, M(n)) = N_0$ for which $c(s, f, N, n) = 2^a \epsilon_s c(s, f, N_0, n)$. Write $N = N_0N_1N_2$ as above. Then, $c(s, f, N, n) = 2^a \epsilon_s c(s, f, N_0, n)$ if and only if

(1) $N_2$ has a distinct prime factors.

(2) If $\epsilon_s = 0$ and $c(s, f, N_0, n) \neq 0$ for some $f$, there exists $p|N_2$ such that $\left(\frac{s^2 - 4n}{p}\right) = -1$.

(3) If $\epsilon_s = 1$ and $c(s, f, N_0, n) \neq 0$ for some $f$, then for all $p|N_2$, $\left(\frac{s^2 - 4n}{p}\right) = 1$.

Remark. The first step is a finite calculation, since there are finitely many choices for $N_0$, $a$ and for all the $\epsilon_s$. For each of the valid choices of $N_0$, $a$, and the $\epsilon_s$, the second step specifies explicitly computable finite unions of arithmetic progressions $A$ and $B$ such that $\text{Tr}(\Gamma_0(N), n) = 0$ (for $N$ subject to the choices of $N_0$, $a$, and the $\epsilon_s$) if and only if $N_2$ has a prime factors, at least one of which is in $A$ and all of which are in $B$.

This concludes the discussion of the algorithm determining the trace zero levels. See Sections 6 and 7 for the algorithm applied when $n = 2$.

4. PROOFS OF VANISHING RESULTS

In this section, we will prove the results about the vanishing of $\text{Tr}_{2k}(\Gamma_0(N), n)$. We start with Theorem 1.2.
Proof of Theorem 1.2. Let $S = \{ p \text{ prime } : p > 4n, \left(\frac{s^2 - 4n}{p}\right) = 1 \text{ for all } s < \sqrt{4n}\}$. If $p \in S$ then $c(s, f, p, n) = 2$ and $c(n/d + d, f, p, n) = 2$ as well. Since $c(s, f, 1, n) = 1$ and $c(n/d + d, f, 1, n) = 1$ it follows that $V(n, p)$ is projectively equivalent to $V(n, 1)$. Since dim $S_{2k}(\Gamma_0(1)) = 0$ for $2k \in \{4, 6, 8, 10, 14\}$, $\text{Tr}_{2k}(\Gamma_0(1), n) = 0$ for these $k$. The projective equivalence then implies that

$$\text{Tr}_{2k}(\Gamma_0(p), n) = 0.$$ 

Now, it is straightforward to verify that Dirichlet’s theorem on primes in arithmetic progressions implies that if $t_1, \ldots, t_a$ are linearly independent elements of the $\mathbb{F}_2$-vector space $\mathbb{Q}^\times/(\mathbb{Q}^\times)^2$, then the density of primes $q$ for which $(\frac{t_i}{q}) = 1$ for all $i$ is $1/2^n$. The dimension of the $\mathbb{Q}^\times/(\mathbb{Q}^\times)^2$ subspace spanned by $s^2 - 4n$ for $0 \leq s < \sqrt{4n}$ has dimension at most $\lfloor \sqrt{4n} \rfloor + 1$ and from this the result follows. \hfill \Box

Now, we will prove Theorem 1.3. This result follows from the following two more general facts.

Lemma 4.1. Suppose that $N$ and $n$ are coprime positive integers, $n$ is not a square, $\ell$ is an odd prime that divides $N$, $(\frac{\ell}{N}) = -1$ and $\text{Tr}_2(\Gamma_0(N), n) = 0$. Then,

$$\text{Tr}_2(\Gamma_0(\ell N), n) = 0.$$ 

Proof. It suffices to show that $c(s, f, \ell N, n, \ell) = c(s, f, N, n, \ell)$ and $c(n/d + d, f, \ell N, n, \ell) = c(n/d + d, f, N, n, \ell)$ since in this case $\text{Tr}_2(\Gamma_0(\ell N), n) = \text{Tr}_2(\Gamma_0(N), n) = 0$. Note that if $s^2 - 4n \equiv 0 \pmod{\ell}$ then $s^2 \equiv 4n \pmod{\ell}$ and hence $(\frac{s}{\ell}) = 0$ or $1$, a contradiction. Similarly, if $n/d - d \equiv 0 \pmod{\ell}$, $n \equiv d^2 \pmod{\ell}$ and hence $(\frac{n}{\ell}) = 0$ or $1$, a contradiction. The result now follows from Lemma 3.1. \hfill \Box

Lemma 4.2. Suppose that $N$ and $n$ are coprime positive integers, $n \equiv 3 \pmod{4}$, $N$ is a multiple of 16 and $\text{Tr}_2(\Gamma_0(N), n) = 0$. Then $\text{Tr}_2(\Gamma_0(2N), n) = 0$.

Proof. It suffices to show that $c(s, f, 2N, n, 2) = c(s, f, N, n, 2)$ and $c(n/d + d, f, 2N, n, 2) = c(n/d + d, f, N, n, 2)$. From Lemma 3.1 it suffices to show that $\text{ord}_2(n/d - d) \leq 3$ and $\text{ord}_2(s^2 - 4n) \leq 3$ since the power of 2 dividing $N$ is at least 4. If $n/d - d \equiv 0 \pmod{4}$ then $n \equiv d^2 \pmod{4}$, a contradiction since $n \equiv 3 \pmod{4}$. Thus, $\text{ord}_2(n/d - d) \leq 1$. If $s$ is odd, $s^2 - 4n$ is odd so $\text{ord}_2(s^2 - 4n) = 0$. If $s = 2v$ is even, then $s^2 - 4n = 4v^2 - 4n = 4(v^2 - n)$. Since $n \equiv 3 \pmod{4}$, either $v$ is even in which case $v^2 - n$ is odd and hence $\text{ord}_2(s^2 - 4n) = 2$, or $v$ is odd. If $v$ is odd, $v^2 \equiv 1 \pmod{4}$ so $v^2 - n \equiv 2 \pmod{4}$. In this case $\text{ord}_2(s^2 - 4n) = 3$. Thus, the desired result follows. \hfill \Box

Proof of Theorem 1.3. Now, $S_2(\Gamma_0(N))$ has dimension zero for $N \in S = \{3, 5, 7, 13, 16\}$ and hence $\text{Tr}_2(\Gamma_0(N), n) = 0$ for all $N \in S$ and $n$ coprime to $N$. Suppose that $q \in \{3, 5, 7, 13\}$, and $(\frac{q}{n}) = -1$. Then $\text{Tr}_2(\Gamma_0(q), n) = 0$ and Lemma 4.1 imply that $\text{Tr}_2(\Gamma_0(q^m), n) = 0$ for all $m \geq 2$. If $n \equiv 3 \pmod{4}$, then $\text{Tr}_2(\Gamma_0(16), n) = 0$ and Lemma 4.2 imply that $\text{Tr}_2(\Gamma_0(2^m), n) = 0$ for all $m \geq 5$. \hfill \Box
5. Proofs of Non-Vanishing Results

In this section we will prove Theorem 1.6 and Theorem 1.7 about the non-vanishing of $T_{2k}(\Gamma_0(N), n)$. Before we prove Theorem 1.6, we need the following lemma.

**Lemma 5.1.** Suppose that $R(x) \in \mathbb{Q}(x)$ is a rational function with a simple pole at $x = 1$, no other poles on the unit circle, and is holomorphic at the origin. If

$$R(x) = \sum_{r=0}^{\infty} a_r x^r$$

is the Taylor series of $R(x)$ at $x = 0$, then the set $\{ r \geq 0 : a_r = 0 \}$ is finite.

**Proof.** The coefficients $a_r$ are a linear recurrence sequence, since $R(x)$ is a rational function. The well-known Skolem-Mahler-Lech theorem (see [1]) states that the set of zeroes of a linear recurrence sequence is a finite union of arithmetic progressions together with a finite set. Hence, it suffices to show that there do not exist $q$ and $d$ such that $a_{qr+d} = 0$ for all $r \geq 0$. Suppose to the contrary such $q$ and $d$ exist. Then,

$$\frac{1}{q} \sum_{b=0}^{q-1} e^{-2\pi ib/q} R(e^{2\pi ib/q}x) = \sum_{m \equiv d \pmod{q}} a_m x^m.$$

However, since $R(x)$ has a pole at $x = 1$ and no other poles on the unit circle, $R(e^{2\pi ib/q}x)$ has a pole at $x = e^{-2\pi ib/q}$ with no other poles on the unit circle. Therefore

$$\frac{1}{q} \sum_{b=0}^{q-1} e^{-2\pi ib/q} R(e^{2\pi ib/q}x)$$

has a pole at $x = 1$ with residue $\frac{1}{q} \text{Res}(R(x), x = 1) \neq 0$. This contradicts that this latter rational function is entire. $\square$

**Proof of Theorem 1.6.** From Lemma 3.2, if $T_{2k}(\Gamma_0(N), n) = 0$ for $2k \geq 4$, $n$ not a square and gcd($N, n) = 1$, then there exists $N_0|M(n)$ such that the coefficient of $x^{k-1}$ in the Taylor expansion about $x = 0$ of

$$\sigma_1(n) + \sum_{d|n, d<\sqrt{n}} 2d^2 \frac{b(q + d, f, n)c(q + d, f, n_0, n)}{n^2 x^2 - 1 - (2n - s^2)x + 1}$$

$$- \frac{1}{2} \sum_{s \in \mathbb{Z}, s^2 - 4n < 0} \epsilon_s \sum_{f|k(s, n)} b(s, f, n)c(s, f, N_0, n) \frac{nx + 1}{n^2 x^2 + (2n - s^2)x + 1},$$
is zero. There are finitely many such rational functions, so it suffices to show that each such rational function has only finitely many coefficients that are zero.

Note that the poles of \((nx + 1)/(n^2x^2 + (2n - s^2)x + 1)\) all have absolute value \(1/n\), and that \(\frac{n}{d^2x - 1}\) has a pole at \(1/d^2\). Thus, since \(c(n/d + d, f, N_0, n) > 0\) for all \(f|\((n/d - d)\) each such rational function has a pole at \(x = 1\) and no other poles on the unit circle. From Lemma 5.1, it follows that each rational function of the above form only has finitely many zero coefficients.

We say that the order of a linear recurrence relation is the degree of the denominator of the corresponding rational function. A linear recurrence sequence is called “non-degenerate” if no two roots \(\alpha\) and \(\beta\) of the denominator of the corresponding rational function are such that \(\alpha/\beta\) is a root of unity. In general, the linear recurrence sequences we consider are degenerate. However, a theorem of Berstel and Mignotte (see Theorem 1.2 of [1]) states that if a linear recurrence sequence has order \(r\) then there is an \(M \leq \exp(2r(3\log r)^{1/2})\) such that all arithmetic subprogressions of common difference \(M\) are identically zero or non-degenerate. Schlickewei and Schmidt prove the deep result that the number of zeroes of a non-degenerate recurrence of order \(r\) (defined over \(\mathbb{Q}\)) is at most \((2r)^{35r^3}\) (see [10], Theorem 2.1, pg. 196).

Set \(m = 7\sqrt{n}\). Then, there are at most \(2^m\) choices for the \(\epsilon_s\). Thus, there are at most \(d(M(n))2^m\) rational functions. Note that if \(p > 4n\) then \(M(n, p) = 0\). Also, if \(p < 4n\) then \((4n - s^2) < 4n\) and \(n/d - d < 4n\). Thus, \(M(n, p) \leq 1 + \log(4n)/\log(p) = \log(4np)/\log(p)\). Thus,

\[
d(M(n)) \leq \prod_{p < 4n} \frac{\log 4np}{\log p} \leq \frac{4n \log 8n}{\log 2} \leq 49n = m^2.
\]

Thus, the total number of sequences is at most \(m^22^m\exp(2m(3\log m)^{1/2})\). It is easy to verify that this is less than \((2m)^m\). Hence, an upper bound on the number of weights \(2k\) is \((2m)^{36m^3}\), as desired. \(\square\)

We will now prove Theorem 1.7.

**Proof of Theorem 1.7.** From Theorem 1.6 there are only finitely many \(k\) for which there exists an \(N\) coprime to \(n\) with \(\text{Tr}_{2k}(\Gamma_0(N), n) = 0\). Thus, it suffices to show that for each pair \((k, n)\),

\[
\# \{N < x : \gcd(N, n) = 1, \text{Tr}_{2k}(\Gamma_0(N), n) = 0\} = O \left( \frac{x}{\sqrt{\log x}} \right).
\]

Case I: 2\(k = 2\).

In this case, Theorem 1.1 implies that if \(\text{Tr}_{2k}(\Gamma_0(N), n) = 0\) then the number of distinct prime factors of \(N\) is less than or equal to \(m(n)\). Now, the number of \(N < x\) with at most \(m(n)\) distinct prime factors is asymptotic to

\[
\frac{x(\log \log x)^{m(n) - 1}}{(m(n) - 1)! \log x}
\]
(see Theorem 437 of [3]) and hence the number of $N < x$ is certainly $O(x/\sqrt{\log x})$.

Case II: $2k \geq 4$.

From Lemma 3.2 it suffices to show that the number of $N < x$ with $\text{Tr}_{2k}(\Gamma_0(N), n) = 0$ projectively equivalent to some vector of the form $\epsilon_s c(s, f, N_0, n)$ followed by $c(n/d + d, f, N_0, n)$ for $N_0|\text{M}(n)$ is $O(x/\sqrt{\log x})$.

If $\epsilon_s c(s, f, N_0, n) = 0$ for all $(s, f)$, then the trace formula gives that

$$\text{Tr}_{2k}(\Gamma_0(N), n) = -\sum_{d|n} \frac{d^{2k} b(n/d + d, f, n)c(n/d + d, f, N, n)}{n - d^2} < 0.$$ 

If $\epsilon_s c(s, f, N_0, n) = 1$ for some $(s, f)$, then no prime factors $p$ of $N$ have $(s^2 - 4n) = -1$. Let $P = \{p : (s^2 - 4n) = -1\}$ and let $E = \{m : p|m \text{ for some } p \in P\}$. Then, $P$ has the property that

$$\sum_{p \in P} \frac{1}{p^s} = \frac{1}{2} \log \left(\frac{1}{1 - s}\right) + \Theta(s),$$

where $\Theta(s)$ is holomorphic. Let $E'(x) = \#\{m < x : m \not\in E\}$. Then, Theorem 2.4(a) (pg. 231) of [12] implies that $E'(x) \sim cx/\sqrt{\log x}$ for some $c > 0$. Now $\text{Tr}_{2k}(\Gamma_0(N), n) = 0$ for gcd$(N, n) = 1$ implies $N \in E'$ so

$$\#\{N < x : \text{Tr}_{2k}(\Gamma_0(N), n) = 0\} = O(x/\sqrt{\log x}),$$

as desired. \hfill \Box 

6. Example of Algorithm

The algorithm given in Section 3 gives an explicit description of the set of odd $N$ for which $\text{Tr}_{2k}(\Gamma_0(N), 2) = 0$. In this case, $M(2) = 49$. The following table gives the set of triples $(2k, N_0, (\epsilon_0, \epsilon_1, \epsilon_2))$ for which the trace is zero, $4 \leq 2k \leq 14$.

<table>
<thead>
<tr>
<th>$2k$</th>
<th>$N_0$</th>
<th>$(\epsilon_0, \epsilon_1, \epsilon_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>(0,1,0)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>(1,0,0)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>(0,1,0)</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>(0,1,0)</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>(1,1,1)</td>
</tr>
</tbody>
</table>

For $2k = 2$, $n = 2$, $m(n) = 5$, so if $N = N_0N_1N_2$, the upper bound on the number of prime factors $a$ of $N_2$ is 5.
For \( a = 0 \), \( N = 1 \) and \( N = 7 \) are solutions. The following is a table of all triples \((a, N_0, (\epsilon_0, \epsilon_1, \epsilon_2))\) with \( a \geq 1 \) for which the trace is zero.

\[
\begin{array}{c|c|c}
 a & N_0 & (\epsilon_0, \epsilon_1, \epsilon_2) \\
\hline
1 & 1 & (0, 0, 1) \\
1 & 1 & (1, 0, 0) \\
\end{array}
\]

This data gives the following classification of levels for which \( \text{Tr}_{2k}(\Gamma_0(N), n) = 0 \).

\[ A = \{ N : N = 1, N = 7, \text{ or } N = p^\alpha, p \equiv 3, 5, 13, 19, 27, 45 \pmod{56} \} \]
\[ B = \{ N : \text{ for all } p \mid N, p \equiv 1, 9, 25 \pmod{56} \} \]
\[ C = \{ N : \text{ for all } p \mid N, p \equiv 1, 2, 4 \pmod{7}, q \mid N \text{ and } r \mid N \text{ for some } q \equiv 3 \pmod{4}, r \equiv 5, 7 \pmod{8} \} \]
\[ D = \{ N : \text{ for all } p \mid N, p \equiv 1, 3 \pmod{8}, q \mid N \text{ and } r \mid N \text{ for some } q \equiv 3 \pmod{8}, r \equiv 3, 5, 6 \pmod{7} \}. \]

The set \( A \) corresponds to the two triples \((1, 1, (0, 0, 1))\) and \((1, 1, (1, 0, 0))\) which are solutions for \( 2k = 2 \). The sets \( B, C, \) and \( D \) correspond to solutions for \((\epsilon_0, \epsilon_1, \epsilon_2)\) equal to \((1, 1, 1), (0, 1, 0), \) and \((1, 0, 0), \) respectively. The following is a table of the set of \((2k, N)\) with \( N \) odd and \( 2k \leq 14 \) for which \( \text{Tr}_{2k}(\Gamma_0(N), 2) = 0 \).

\[
\begin{array}{c|c}
 2k & N \\
\hline
 2 & N \in A \\
 4 & N \in B \cup C \cup D \\
 6 & N \in B \cup C \\
 8 & N \in B \\
10 & N \in B \\
14 & N \in B \cup C \\
\end{array}
\]

7. NON-VANISHING OF \( \text{Tr}_{2k}(\Gamma_0(N), 2) \) FOR \( 2k > 14 \)

In this section we will prove the following theorem.

**Theorem 7.1.** If \( 2k > 14 \) and \( N \) is odd, then

\[ \text{Tr}_{2k}(\Gamma_0(N), 2) \neq 0. \]

**Proof.** From Lemma 3.2 any such \( N \) would have \( V(n, N) \) projectively equivalent to some \( N_0 = 1, 7 \) or \( 49 \) with \( \epsilon_s = 0 \) or \( 1 \) for \( 0 \leq s \leq 2 \). As shown in the proof of Theorem 1.7 if \( 2k \geq 4 \) and \( \epsilon_s = 0 \) for all \( s < \sqrt{4n} \), then the trace is negative. Also, for \( N_0 = 49, c(s, f, N_0, 2) = 0 \) for all pairs \((s, f)\) that are relevant.
For $N_0 = 1$, there are seven choices of the $\epsilon_s$ for which not all the $c(s, f, N_0, 2)$ are zero. For $N_0 = 7$, only $c(1, 1, N_0, 2) \neq 0$ and hence there is essentially one choice of the $\epsilon_s$ for which $c(s, f, N_0, 2)$ are not all zero. The following are the eight associated generating functions for the traces (neglecting the constant term).

<table>
<thead>
<tr>
<th>$N_0$</th>
<th>$(\epsilon_0, \epsilon_1, \epsilon_2)$</th>
<th>Rational Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(1, 1, 1)$</td>
<td>$(96x^6 + 24x^5)/(32x^6 + 8x^5 - 12x^4 - 14x^3 - 9x^2 - 4x + 1)$</td>
</tr>
<tr>
<td>1</td>
<td>$(0, 1, 1)$</td>
<td>$(40x^3 - 6x^4 + 5x^3 + x)/(16x^5 - 4x^4 - 4x^3 - 5x^2 - 2x - 1)$</td>
</tr>
<tr>
<td>1</td>
<td>$(1, 0, 1)$</td>
<td>$(16x^4 - 4x^3 + 2x^2 + x)/(8x^4 - 4x^3 - 2x^2 - x - 1)$</td>
</tr>
<tr>
<td>1</td>
<td>$(1, 1, 0)$</td>
<td>$(20x^4 + 7x^3 - 2x^2 - x)/(8x^4 + 2x^3 - 5x^2 - 4x - 1)$</td>
</tr>
<tr>
<td>1</td>
<td>$(0, 0, 1)$</td>
<td>$(3x^2)/(2x^2 - x - 1)$</td>
</tr>
<tr>
<td>1</td>
<td>$(0, 1, 0)$</td>
<td>$(8x^3)/(4x^3 - x^2 - 2x - 1)$</td>
</tr>
<tr>
<td>1</td>
<td>$(0, 0, 1)$</td>
<td>$(6x^3 - 3x^2 + 2x)/(4x^3 - 4x^2 + x - 1)$</td>
</tr>
<tr>
<td>7</td>
<td>$(\epsilon_0, 1, \epsilon_2)$</td>
<td>$(12x^3 + 3x^2 + x)/(4x^3 - x^2 - 2x - 1)$</td>
</tr>
</tbody>
</table>

Numbering from the top, denote these functions by $R_1(x), R_2(x), \ldots, R_8(x)$ and write

$$R_i(x) = \sum_{r=1}^{\infty} a_i(r)x^r.$$ 

It is easy to check that $a_3(r), a_5(r), a_7(r)$ and $a_8(r)$ are odd for $r \geq 2$. It is also easy to check that $a_2(r)$ and $a_4(r)$ are never multiples of 11 for $r \geq 1$. Thus, it suffices to consider $R_1(x)$ and $R_6(x)$. Note that $a_1(r) = 0$ for $r \in \{1, 2, 3, 4, 6\}$ and $a_6(r) = 0$ for $r \in \{1, 2, 6\}$.

Now,

$$R_1(x) - R_2(x) = \frac{8x^3}{8x^3 + 4x^2 + 2x + 1} = \sum_{r=0}^{\infty} 2^{4r+3}x^r + \sum_{r=0}^{\infty} 2^{4r+4}x^{4r+4},$$

and hence $a_1(r) \equiv a_6(r) \pmod{2^r}$. Thus, it suffices to show that $a_6(r) \not\equiv 0 \pmod{2^r}$ for $r \geq 7$.

An explicit formula for $a_6(r)$ is straightforward to obtain and yields that $|a_6(r)| \leq \frac{2\sqrt{11}2^r}{7} + 1$. It is easy to verify that for $r \equiv 0 \pmod{4}$, $a_6(r) \equiv 8 \pmod{16}$ and for $r \equiv 3 \pmod{4}$, $a_6(r) \equiv 16 \pmod{32}$. Thus, if $a_6(r) \equiv 0 \pmod{2^r}$ then $r \equiv 1, 2 \pmod{4}$. However, for $r \equiv 1, 2 \pmod{4}$, $a_6(r) \equiv 0 \pmod{3}$. Thus, the highest power of 2 dividing $a_6(r)$ for $r \equiv 1, 2 \pmod{4}$ is at most $\frac{2\sqrt{11}2^r}{7} + 1/3 < 2^r$. Thus, if $a_6(r) \equiv 0 \pmod{2^r}$ then $a_6(r) = 0$, so it suffices to show that $a_6(r) \neq 0$ for $r \geq 7$.

Using GP to calculate $a_6(r)$ for $1 \leq r \leq 32000$, one can see that if $p = 29201, 29363, 29873, 30671, 31253$ or $31721$ then $2p+1$ is prime, the period of $a_6(r)$ (mod $2p+1$) is $p$, and $a_6(r) \equiv 0 \pmod{2p+1}$ if and only if $r \equiv 1, 2, 6 \pmod{p}$. If $P$ is the product of the above seven primes, it then follows that if $a_6(r) = 0$ then $r$ is in one of $2187$
residue classes mod $P = 2.477 \times 10^{31}$. Other than 1, 2 and 6, the smallest of these is $2.919 \times 10^{27}$. Hence, if $a_6(r) = 0$, then $r = 1, 2, 6$ or $r \geq 2.919 \times 10^{27}$.

Note that
$$R_6(x) = 2 + \frac{1}{x - 1} + \frac{-1 - 2x}{4x^2 + 3x + 1}.$$ Thus, if $b(0) = -1$, $b(1) = 1$ and $b(r) = -3b(r - 1) - 4b(r - 2)$, then
$$\sum_{r=0}^{\infty} b(r)x^{r+1} = \frac{-1 - 2x}{4x^2 + 3x + 1},$$and hence for $r \geq 1$, $a_6(r) = b(r + 1) - 1$.

In [9], Phong shows that any second order linear recurrence is a generalized Lehmer sequence and uses linear forms in logarithms to put explicit lower bounds on such sequences. Theorem 3 (pg. 205) of [9] shows that for $r > 4.091 \times 10^{21}$,
$$|b(r)| > A(2^r / r^B)$$for $A = 0.5345$ and $B = 1.735 \times 10^{25}$. From this, it follows that $|b(r)| > 1$ for $r > 1.567 \times 10^{27}$. Thus, for $r \geq 7$, $|a_6(r)| > 0$ and $|a_1(r)| > 0$. \hfill \Box

8. Concluding Remarks about Conjectures

Theorem 1.3 implies that for a large class of $n$, there are infinitely many $N$ coprime to $n$ with the property that $\text{Tr}_2(\Gamma_0(N), n) = 0$. For $n$ not in this set, one can search for some $N$ coprime to $n$ with $\text{Tr}_2(\Gamma_0(N), n) = 0$. If $N$ has a prime factor $\ell$ for which $\text{ord}_\ell(n) \geq M(n, \ell)$ then Lemma 3.1 implies that $\text{Tr}_2(\Gamma_0(N\ell^r), n) = 0$ for all $r \geq 0$. Using this approach, we have verified Conjecture 1.4 for $n < 1500$. The following is a table of the $n < 300$ to which Theorem 1.3 does not apply and an infinite collection of $N$ for which $\text{Tr}_2(\Gamma_0(N), n) = 0$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$N$</th>
<th>$n$</th>
<th>$N$</th>
<th>$n$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>73v</td>
<td>130</td>
<td>11 · 31v</td>
<td>205</td>
<td>4 · 19v</td>
</tr>
<tr>
<td>105</td>
<td>17v</td>
<td>156</td>
<td>17v</td>
<td>246</td>
<td>19v</td>
</tr>
<tr>
<td>114</td>
<td>17v</td>
<td>165</td>
<td>17v</td>
<td>261</td>
<td>11v</td>
</tr>
<tr>
<td>120</td>
<td>11v</td>
<td>186</td>
<td>19v</td>
<td>270</td>
<td>41v</td>
</tr>
<tr>
<td>126</td>
<td>19v</td>
<td>204</td>
<td>37 · 11v</td>
<td>274</td>
<td>19v</td>
</tr>
</tbody>
</table>

Remark. One could prove Conjecture 1.4 for a larger class of $n$ by noting that $S_2(\Gamma_0(p))$ is one dimensional and is hence spanned by a Hecke eigenform for $p \in \{11, 17, 19\}$. Then, if $\text{Tr}_2(\Gamma_0(p), \ell) = 0$ and $\text{ord}_\ell(n) = 1$ then $\text{Tr}_2(\Gamma_0(p), n) = 0$. In this case, $(\frac{a}{p}) = -1$ would guarantee that $\text{Tr}_2(\Gamma_0(p^r), n) = 0$ for all $r \geq 2$. 
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